Acceleration of ions and nano dust at a comet in the solar wind
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Abstract

A quasi-neutral hybrid simulation of the interaction of the solar wind with the atmosphere of a comet is used together with a test particle simulation of cometary ions and dust to compute trajectories and velocity distribution functions of charged particles, starting outside the diamagnetic cavity at 150 km cometocentric distance. The simulations are run with parameters suited to make predictions for comet 67P/Churyumov-Gerasimenko when it is at a heliocentric distance of 1.45 AU. It is found that the shape of the ion trajectories depends on the location of the source, and that a velocity distribution that is observed at a given point in space is influenced by the spatial structure of the source. Charged dust grains with radii in the 1 – 10 nm range are accelerated from the nucleus to a distance of $2.9 \times 10^4$ km in between 15 minutes and 2 hours approximately. Dust particles smaller than 10 nm in radius are accelerated to speeds over 10 km/s.
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1. Introduction

As a comet approaches perihelion and comes closer to the sun, the sublimation of volatiles leads to ejection of gas, ice, and dust. When the water sublimation temperature is reached, it releases a huge amount of water that is ionised by ultraviolet photons from the sun and through charge exchange with the solar wind protons. Observations at comet Giacobini-Zinner showed water-group ion distribution functions that followed a power law at high energies and were flattened at low energies (Richardson et al., 1987). Recent observations by the Rosetta spacecraft at comet 67P/Churyumov-Gerasimenko (Nilsson et al., 2015a) showed how the newly created H$_2$O$^+$ ions are picked up by the solar wind and accelerated away from the cometary nucleus in the direction of the solar wind electric field. These observations took place in the early stages of the formation of a cometary magnetosphere when a diamagnetic cavity had not yet been established, while the comet was at heliocentric distances between 3.3 and 3.6 astronomical units (AU), and with the spacecraft between 28 and 100 km from the cometary nucleus.

The cometary pickup ions have been seen to undergo pitch angle scattering into shell-like distributions at comets Halley (Coates et al., 1989) and Grigg-Skjellerup (Coates et al., 1993). These observations were made at distances on the order of $10^5$ and $10^6$ km from the comet at Grigg-Skjellerup and Halley respectively, when each comet had developed its diamagnetic cavity. This means that the length scales involved in the scattering are those of Alfvén waves and MHD. Fluctuations at smaller scales may also occur in the cometary environment as a result of various different plasma instabilities, such as the Kelvin-Helmholtz instability (Chandrasekhar, 1961) or the modified two-stream instability (McBride et al., 1972; Raadu, 1978). In the vicinity of Mars, where the solar wind interacts with the ionosphere of the planet as well as with its neutral exosphere, oscillations in the millihertz range have been observed (Winningham et al., 2006; Gunell et al., 2008). Also mirror mode waves have been suggested as a source of fluctuations at comets (Schmid et al., 2014).

The constituent of comets that most easily can be seen from the ground is a large dust grain population, in the micro-metre size range. These grains move under the influence of the sun's radiation pressure (Eddington, 1910). Schulz et al. (2015) observed dust grains up to a size of 500 $\mu$m using the COSIMA instrument on the Rosetta spacecraft. Rotundi et al. (2015) found dust grains in the 100 $\mu$m to millimetre range to be more effective optical scatterers than those in the micrometre range when 67P/Churyumov-Gerasimenko was between 3.7 and 3.4 AU from the sun, but they expected that to change as the distance from comet to sun decreases. The reason for this expectation is an asymmetry in the grain size distribution between the northern and southern halves of the
nucleus, leading to an increase of the emission of small grains from the southern side starting at about 2 AU [Fulle et al., 2010]. For dust particles in the size range of tens of nanometres or smaller – that is to say, the nano dust – the scattering cross sections are small and these dust particles do not contribute much to visual observations. As a result the radiation pressure force is also small and instead electrostatic forces become increasingly important. The drag force from the neutral gas is also an important force on the dust grains, but only within a few kilometres from the nucleus.

Snios et al. [2014] compared observations of hard X-rays from five comets with models of scattering and fluorescence of X-rays originating at the sun. They found that scattering by cometary gas was insufficient to explain the observed intensities and suggested that the observations could be explained by scattering from dust particles, both large, in the micro-metre range, and small nanometre sized particles. Szego et al. [2014] predicted that nano dust at comet 67P/Churyumov-Gerasimenko could be observed by the ion and electron sensor (IES) on board the Rosetta spacecraft. Dust particles, down to 2 nm in size, from Saturn’s E-ring can be accelerated and ejected from Saturn’s magnetosphere and are observed as “Saturnian stream particles” [Hsu et al., 2011]. Dust composition and dynamics at both Saturn and Jupiter were reviewed by Hsu et al. [2012]. It is not clear how nanometre-sized dust can be lifted from the surface of the comet, but some evidence for the existence of nano dust was already observed with Giotto near comet Halley [Utterback and Kissel, 1990, 1995]. In contrast to the nano dust near planets, mentioned above, that possibly originates from a condensation process, the dust near the comet is possibly due to fragmentation, see discussion by Mann and Czechowski [2012]. Several observations suggest that dust fragmentation events occur near the comet – discussed by Mann et al. [2006] – so that small dust particles can be produced independent from the conditions of leaving the nucleus. And for instance Clark et al. [2004] discuss fragmentation in order to explain the unpredictable heterogeneity in particle number density that they observed in the coma of Wild 2.

In this paper we present results from a simulation meant to model comet 67P/Churyumov-Gerasimenko when it is at a solar distance of 1.45 AU. We compute distribution functions for cometary water ions. We study the effect the size of the ion source region has on these distributions, and we examine the effects of electric field fluctuations in a region along the ion trajectory. We use the same approach to compute trajectories of dust grains in the size range from 1 to 10 nm, and analyse how the acceleration depends on the dust grain size. The simulation model is described in Section 2; ion distribution functions are presented in Section 3; trajectories of nano dust are computed in Section 4; and the conclusions are discussed in Section 5.

2. Model

The simulations are performed in two steps. First, a global quasi-neutral hybrid model is used to produce electric and magnetic fields. Second, test particle simulations are run, using the calculated fields to compute trajectories for ions and dust particles.

2.1. Quasi-neutral hybrid model

The 3-D self-consistent global plasma simulations were performed using a model based on the hybrid modelling platform HYB, now developed at Aalto University (Finland) and applied to a cometary environment. The model describes the plasma using the quasi-neutral hybrid approach, treating ions as kinetic particles and electrons as a charge-neutralising massless fluid so that \( \sum q_i n_i + q_e n_e = 0 \) where \( q_i, n_i \) and \( q_e, n_e \) are the ion charge and density and electron charge and density, respectively. The model has been tested for more than 15 years and has been used to study the interaction between the solar wind and planetary objects, such as Mars and Venus (e.g., Jarvinen et al. [2014]), the Moon [Kallio, 2005] or, more recently, comets such as comet C/2013 A1 “Siding Spring” for which solar wind mass-loading simulations were performed [Gronoff et al., 2014]. The model was described in detail in, e.g., Kallio and Janhunen [2003], Kallio et al. [2006], Kallio and Jarvinen [2012]; only specifics related to the electromagnetic fields and inputs for the simulation are provided here. The ion dynamics is governed by the Lorentz force in the expression of Newton’s second law, while the electrodynamics fields (\( \mathbf{E}, \mathbf{B} \)) are solved by Ampère’s and Faraday’s laws. Ions are accelerated by the Lorentz force where the electric field is derived from \( \mathbf{E} + \mathbf{U}_e \times \mathbf{B} = 0 \), where \( \mathbf{U}_e \) is the electron bulk velocity. Finite ion gyromotion effects and Hall term are naturally included, giving rise to kinetic effects and plasma asymmetries. In the hybrid model, electron resistivity is included in the propagation of the magnetic field in time by Faraday’s law \( \partial \mathbf{B}/\partial t = - \nabla \times \mathbf{E} = - \nabla \times (-(\mathbf{U}_e \times \mathbf{B}) + \mathbf{v}_j) \); after several values were tested, a conservative value of \( \eta = 0.02 \Omega \text{m} \) was found to yield more stable results and sharper boundaries than in the case of \( \eta = 0 \). Moreover, the electron pressure term was ignored since our tests showed that it did not significantly affect the final calculated electromagnetic fields at the spatial scales considered. Grid refinement techniques can be used to target a specific area of the object’s environment.

To perform the 3-D global hybrid plasma simulations, a neutral model of the cometary coma is first needed. We used the classical spherically-symmetric expansion model of Haser [1957]:

\[
n_n(r) = \frac{Q}{4\pi r^2 V} e^{-r/\lambda_{H2O}}
\]

where \( Q \) is the production rate of neutral species ejected from the comet under the action of the Solar radiation (in
Table 1: Neutral parameters for the Haser model of comet 67P/Churyumov-Gerasimenko at 1.45 AU. \( Q(\text{H}_2\text{O}) \) is the neutral \( \text{H}_2\text{O} \) outgassing rate from the comet, \( V \) the velocity of the escaping neutral cloud, \( \lambda_{\text{H}_2\text{O}} \) the total photodestruction scale length at 1.45 AU heliocentric distance, including ionisation and dissociation and at low solar activity.

<table>
<thead>
<tr>
<th>( Q(\text{H}_2\text{O}) ) [s(^{-1})]</th>
<th>( V ) [km s(^{-1})]</th>
<th>( \lambda_{\text{H}_2\text{O}} ) [km]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 2.36 \times 10^{27} )</td>
<td>0.70</td>
<td>( 1.22 \times 10^4 )</td>
</tr>
</tbody>
</table>

In our case \( \text{H}_2\text{O} \), \( r \) the cometocentric distance, \( V \) the velocity of the escaping neutrals and \( \lambda_{\text{H}_2\text{O}} \) the photodestruction scale length (estimated from the photo-rates given by Huebner et al. 1992 for \( \text{H}_2\text{O} \)). Parameters for the Haser neutral model are collected in Table 1. Photodissociation of \( \text{H}_2\text{O} \) into \( \text{H} \) is negligible below \( 3 \times 10^4 \) km from the nucleus, where charge exchange processes between the solar wind and the cometary neutrals may become dominant.

The parameters of the upstream solar wind as well as the photo-ion production rate are summarised in Table 2. The upstream parameters correspond to the conditions recommended by Hansen et al. (2007) propagated at 1.45 AU, i.e., close to perihelion, and hence representing common values expected by Rosetta at comet 67P/Churyumov-Gerasimenko. The solar wind is composed of protons \( \text{H}^+ \) and alpha particles \( \text{He}^{2+} \), and their amount to 4% of the proton density. Charge transfer reactions between the solar wind particles and \( \text{H}_2\text{O} \) cometary molecules significantly affect the mass loading and the magnetic field morphology upstream and downstream of the nucleus. A simple analytic model (see Nilsson et al. 2015a, appendix) shows that, when compared to charge transfer with \( \text{He}^{2+} \), charge transfer with \( \text{H}^+ \) plays the major role at the resolution used in the hybrid runs (~300 km) in removing mass and momentum from the flow. \( \text{H}^+-\text{H}_2\text{O} \) charge transfer cross section at 400 km s\(^{-1}\) is \( 1.8 \times 10^{-19} \) m\(^2\) (Lindsay et al. 1997). Electron impact ionisation is expected to be no more than an order of magnitude less efficient than charge exchange processes but it is not considered here for simplicity. With these parameters, the model reaches a steady state after about 300 s.

Fig. 1 presents the results of the 3-D global hybrid-neutral plasma simulations in the following coordinate system: the solar wind moves towards \(-x\), the interplanetary magnetic field, perpendicular to the flow of the solar wind, is in the \(+y\) direction, while the \(z\) axis completes the right-hand coordinate system. Since cometary ions picked up by the solar wind predominantly move in the \(x-z\) plane, we chose this plane for representing the physical quantities. The comet is situated at \((x, y, z) = (0, 0, 0)\) and the simulation box size in \(x\) and \(z\) directions is \(\pm3 \times 10^4\) km. The size of the grid cells is \(\sim 300\) km close to the nucleus and \(\sim 1200\) km near the boundaries of the simulation box. This means that the diamagnetic cavity is not resolved, and that we only consider phenomena that occur outside it. In Fig. 1(a) and (b), we have plotted the magnetic field \(B_y\) and electric field \(E_z\) components. Fig. 1 shows \(\text{H}_2\text{O}^+\) ions: originally created by photoionisation of cometary \(\text{H}_2\text{O}\) molecules and from charge transfer with \(\text{H}^+\) solar wind ions, they are then picked up and accelerated towards the \(+z\) direction following the convection electric field \( -U_{sw} \times B_y \), forming a typical cometary tail of escaping ions. The density of \(\text{H}_2\text{O}^+\) ions is of the same order of magnitude as that of the solar wind protons, with densities reaching a few times \(10^5\) ions m\(^{-3}\) at cometocentric distances less than 1000 km as seen in Fig. 1.

This simulation shows a classic case of solar wind mass-loading, with the interplanetary magnetic field being mostly undisturbed upstream of the comet. A bow shock appears upstream of the nucleus, with a subsolar stand-off distance on the order of \(2 \times 10^3\) km, as shown in panels (d) and (e) of Fig. 1 representing a close-up of the magnetic and electric fields close to the comet nucleus. This is in accordance with previous simulations at perihelion (e.g., Koenders et al. 2015).

2.2. Test particle simulation

Using the steady state electric and magnetic fields calculated above we perform a test particle simulation, computing the trajectories by integrating the Lorentz force using Boris’ CYLRAD algorithm (e.g., Hockney and Eastwood 1988). Test particles, representing either ions or nano dust, are emitted on spherical shells centred on the nucleus, which is treated as an obstacle with a radius of 5 km. For each run presented in Sections 3 and 4, one million trajectories were calculated. For each time step the test particle’s contribution to the local density is saved on a grid in configuration space. The thus saved values are used to plot the density as a function of the spatial coordinates as shown in Fig. 2 and e. The contribution of each test particle to the velocity distribution functions is saved for predefined spherical probes, shown by red circles in Fig. 2a and e, if the particle passes through the sphere. The difference between panels a-d and panels e-h lies in that the size of the source is smaller in the former than in the latter set of panels.

Fortran source code for the test particle simulation program has been deposited with this article as supplementary material.

3. Cometary ion distributions

At comet Halley a radial gas velocity component of about 1 km/s was observed (Coates et al. 1989). Nilsson et al. (2015a) reported a velocity of 400 m/s as the Rosetta spacecraft was approaching comet 67P/Churyumov-Gerasimenko in 2014. We use a value of 700 m/s, as measured by the VIRTIS instrument on Rosetta in August 2014 (Gulkis et al. 2015).

In order to study the effects of contributions by ion sources of different sizes we have run the test particle simulation for water ions (\(\text{H}_2\text{O}^+\)) emitted from a spherical shell with a radius of 150 km and for one whose radius is 750 km.
Table 2: Hybrid model parameters at 1.45 AU. \( n_{sw} \) is the solar wind proton density, \( U_{sw} \) the solar wind velocity, \( T_e \) and \( T_p \) the electron and proton temperatures, and \( \mathbf{B} \) the solar wind magnetic field vector. \( Q(\text{H}_2\text{O}^+) \) is the production rate of H\(_2\)O\(^+\) ions, arising from the photoionisation of the cometary neutral H\(_2\)O. Only ionisation within the simulation volume is included, explaining the difference between this value and the neutral production rate in Table 1. Finally, \( k_{hv} \) is the photoionisation rate at 1.45 AU for low solar activity from [Huebner et al. (1992)].

\[
\begin{array}{cccccc}
\hline
n_{sw} \left[ \text{cm}^{-3} \right] & n_{sw} \left[ \text{cm}^{-3} \right] & U_{sw} \left[ \text{km s}^{-1} \right] & (B_x, B_y, B_z)_{sw} \left[ \text{nT} \right] & T_p \left[ \text{K} \right] & Q(\text{H}_2\text{O}^+) \left[ \text{s}^{-1} \right] & k_{hv} \left[ \text{s}^{-1} \right] \\
4.82 & 0.04 \times n_{sw}^0 & 400 & (0, 4.39, 0) & 10^4 & 1.60 \times 10^{25} & 1.57 \times 10^{-7} \\
\hline
\end{array}
\]

Figure 1: Hybrid model simulation results in the \( x-z \) plane \((y = 0)\). The magnetic field vector points into the plane, while the solar wind velocity points in the \( -x \) direction. (a) \( B_y \). (b) \( E_z \). (c) \( \text{H}_2\text{O}^+ \) density. The bottom panels displays closeups of the quantities shown in the top panels: (d) \( B_y \), (e) \( E_z \), and (f) \( \text{H}_2\text{O}^+ \) density.
Figure 2: Water ion densities and distribution functions. (a) \( \text{H}_2\text{O}^+ \) ion density in the \( x-z \) plane (\( y = 0 \)), normalised to the \( \text{H}_2\text{O}^+ \) production rate of a spherical source with radius 150 km. (b) Distribution function \( f(v_x) \) for \( \text{H}_2\text{O}^+ \) ions at the position of the circle shown in panel (a). Panel (c) shows \( f(v_y) \) and panel (d) \( f(v_z) \) at that same position. Panel (e) shows the \( \text{H}_2\text{O}^+ \) ion density in the \( x-z \) plane (\( y = 0 \)), normalised to the \( \text{H}_2\text{O}^+ \) production rate of a spherical source with radius 750 km and panels (f-h) show the distribution functions \( f(v_x) \), \( f(v_y) \), and \( f(v_z) \) for the 750 km radius source. The black curves show the equilibrium distributions, the red curves show distributions affected by fluctuations in \( \mathbf{E} \) that are perpendicular to \( \mathbf{B} \), and for the green curves the angle between the fluctuation electric field and \( \mathbf{B} \) is 80°.
The hybrid simulation does itself contain water ions that, in principle, could be used for this purpose. However, the number of particles in a test particle simulation can be made much larger, yielding better statistics for the distribution function. The source distribution is a Maxwellian with a bulk velocity of 700 m/s directed radially outward, and a thermal speed \( v_{th} = \sqrt{2kT_i/m_i} = 500 \text{ m/s} \), which is within the temperature range observed at comet Halley (Lammerzahl et al., 1987). The water ion density in the \( x\)-\( z \) plane (\( y = 0 \)) is shown in Fig. 2a and e respectively. The colour scale is linear and the density has been normalised to the water ion production rate. In the smaller source case that is shown in Fig. 2a, the ions form a distinct beam, which is the beginning of a cycloid trajectory that would continue downstream had the simulation box extended farther in that direction. The red circle shows the position for which distribution functions are shown in Fig. 2e-g. It is seen from Fig. 2a that the larger source gives rise to a disproportionally wider beam, as the radius of curvature of the ion trajectories is different on the two sides of it. A beam within the beam extends from the region around the intersection of the source sphere and the negative \( z \) axis; it passes the red circle and continues over to the high \( z \) side of the beam. The difference between the two cases is that the 750 km radius source is large enough that ions emitted from different parts of it experience different fields, whereas particles emitted from the smaller source move through fields that are nearly equal.

The distribution functions for the ions at the position of the red circles are shown in Fig. 2g–d for the source with a radius of 150 km and in Fig. 2g–h for the 750 km radius source. In both cases the circle is at the position \( (x, y, z) = (-6.6, 0, 3.3) \times 10^8 \text{ m} \). The distribution function is computed from all test particles passing through a sphere of radius 500 km with its centre at that position. The equilibrium distributions – that is to say, those without fluctuations – are shown by the thick black lines, and two different cases where electric field fluctuations were added are shown by the red and green lines. Some of these lines overlap. We consider first the equilibrium distributions. The presence of two populations at the position of the circle in Fig. 2a, where the narrow beam traverses the wide beam, is seen also by the broader distribution in Fig. 2g, containing two peaks in the \( v_x \) component, a main peak at \(-90 \text{ km s}^{-1}\) and a secondary one at \(-110 \text{ km s}^{-1}\). As the fields \( E(x, y, z) \) and \( B(x, y, z) \) are the same in both cases and the particle trajectories depend only on these distributions and the boundary conditions, we conclude that distributions with distinctly different shapes are possible even in the absence of plasma waves or other scattering processes. Instead the difference in shape is a result of the different sizes of the cometary ion sources.

The widening of the distribution in the \( v_y \) direction and its double-peaked nature is due to the \( y \) component of the electric field being directed in toward the \( y = 0 \) plane. This effect is seen in both Figs. 2a and g, but is much larger for the larger source. The larger source exhibits a complex \( v_y \) structure with multiple peaks throughout the velocity range. This indicates that different particles originating from different locations produce individual peaks in the velocity distribution and contribute to its overall widening in the \( y \) direction. In all six panels showing distribution functions it is seen that the distributions are wider than the thermal speed of the initial distribution, which was 500 m/s. As in the larger source, the smaller source’s observed distribution, though significantly more collimated and showing less dispersion than for that of the larger source, is a result of ions arriving along slightly different trajectories and having experienced different fields during their transit.

As ions are emitted in all directions, some of them are emitted in the negative \( z \) direction. These will be slowed down to zero velocity before they are reflected back by the electric field toward positive \( z \). Thus, there is a small region on the negative \( z \) side of the nucleus where the bulk velocity is close to zero. Only a small fraction of the reflected ions will be absorbed by the nucleus, it being much smaller than the source, and the energy of the reflected particles will remain the same as that of those emitted in the opposite direction, the force from the electric field being conservative. Thus, this should not substantially influence the distributions at the positions of observation in Fig. 2. However, as the electric field is inhomogeneous, the fact that the reflected ions have travelled along paths that are different from those of the ions injected in the positive \( z \) direction may contribute to the velocity dispersion.

Both sources considered here are small in comparison to the distance between the nucleus and the point where the distribution functions are observed. We therefore only see the contribution from ions generated close to the nucleus. The population of slower ions that were observed by Nilsson et al. (2015) and that had been generated by ionisation near the spacecraft is not part of this study.

Oscillations of the electron flux in the millihertz range were observed at Mars (Winningham et al., 2006). Later oscillations of both electron and ion densities and ion velocities were observed near that planet (Gunell et al., 2008). Using magnetic field observations, Richter et al. (2015) reported fluctuations in a range from 1 to 100 mHz at comet 67P/Churyumov-Gerasimenko. They observed power spectral densities between 3 and 20 nT^2Hz^-1 in the frequency range 1 mHz < f < 40 mHz, and which fell off rapidly with frequency above 40 mHz. In order to obtain an estimate of the extent to which electric field fluctuations affect the distribution functions, we have performed two test particle simulations with a prescribed time-dependent electric field added to the equilibrium field. In the first run the fluctuation electric field \( \mathbf{E}_1 \) is exactly perpendicular to \( \mathbf{B} \) (red curves in Fig. 2), and in the second run the angle between \( \mathbf{E}_1 \) and \( \mathbf{B} \) is 80 degrees (green curves), which means that there is a small parallel component. The field is computed
in the following way:

\[
E_1 = E_a \cos \left( \pi \frac{r - (r_0 + r_i)/2}{(r_0 - r_i)} \right) \sin (2\pi ft + \phi),
\]

where \(r\) is the distance to the centre of the comet, \(r_i = 1.5 \times 10^6\) m is the inner radius of the fluctuation region, and \(r_0 = 2 \times 10^6\) m is its outer radius. The fluctuation frequency is \(f = 5\) mHz, and \(\phi\) is the phase of the fluctuation, which is chosen at random at \(t = 0\) for each test particle. The 5 mHz frequency is in the millihertz range, where oscillations could be expected. At this frequency oscillation period is 200 s, which is on the same order of magnitude as the approximately 100 s it takes an ion to move through the fluctuation region. In Eq. (2) the vector \(E_a\) represents the peak amplitude of the fluctuations:

\[
E_a = \frac{\dot{E}_1}{\sqrt{2}} (u_B (u_B \cdot (u_y + u_z))) \sin (\alpha) + (u_y + u_z - u_B (u_B \cdot (u_y + u_z))) \cos (\alpha),
\]

where \(u_y, u_z,\) and \(u_B\) are unit vectors in the \(y, z,\) and \(B\) directions respectively. The angle between the perpendicular direction and \(E_a\) is \(\alpha = 0\) in the perpendicular case and \(\alpha = 10^\circ\) in the case with a small parallel component. In order to study low amplitude fluctuations we have chosen a peak fluctuation amplitude of \(\dot{E}_1 = 0.2\) mV/m, which is about an order of magnitude below the solar wind electric field. Since the magnetic field is predominantly in the \(x\) component, in the case there is one, is approximately in the \(y\) direction.

The fluctuation field described by Eqs. (2) and (3) is not self-consistent and its spatial dependence has been chosen to ensure that all ions pass the fluctuation region, in order to see how the fluctuations influence the distribution function. The distribution functions are widened by the fluctuations. Comparing Figs. 2c and g, it is seen that the widening of the \(v_x\) component is larger than that of the \(v_y\) component. This is a result of the fluctuating electric field pointing in the \(z\) direction and therefore affecting the \(v_z\) component directly. However, the distribution in the \(v_x\) dimension is also affected by the fluctuations, as the velocity vectors of the particles are rotated by the magnetic field. For the larger source the same tendency is seen in Fig. 2f and h. The widening of the distributions due to fluctuations is relatively less significant there, because the equilibrium distributions were already wider in the case of the large than in that of the small source.

In the \(y\) direction there is a significant fluctuation field only in the case when there is a component parallel to the magnetic field as shown by the green dashed lines in Figs. 2c and g. The widening of the distribution in Fig. 2c is of the order of the width of the unperturbed distribution, and as ions are accelerated in either the positive or negative \(y\) direction fewer are left at low \(v_y\) values, causing the distribution to be double peaked. For the larger source the fluctuations merely smooth out the large peaks that form in the equilibrium \(v_y\) distribution.

The \(v_x\) distributions have become double peaked under the influence of fluctuations, although such a tendency could be described also for the equilibrium distributions. For the already much broader distributions of the large source (Fig. 2f-h) thick tails develop in all directions.

4. Acceleration of nano dust

In this section, we report results from simulation of dust particles with radii in the 1–10 nm range. This nano dust is smaller than typical wavelengths of sunlight, and the effect of the photon pressure on their motion is therefore neglected.

Dust grains that are leaving the cometary nucleus will be accelerated by the outward gas flow. As the distance from the nucleus increases the force on the dust grains will diminish with the decreasing gas density. The source of the dust in the test particle simulation is a spherical shell of radius 150 km, assuming that the drag force from the gas on the dust is negligible at this distance. In Figs. 5a–c we compare dust trajectories for three different initial velocities, 50, 300, and 700 m/s. Following Czechowski and Mann (2010) we assume a charge-to-mass ratio of \(q/m = 10^2\) C/kg for 10 nm dust and that the dust grains are spheres composed of material with mass density \(\rho = 2500\) kg m\(^{-3}\). This means that a dust grain with radius \(r_d = 10\) nm has a mass of \(m = 1.05 \times 10^{-20}\) kg and that its charge is \(q = 65e\).

As an estimate of the time scale for charging a dust grain to that charge we assume a constant photoemission current \(I_e\) and calculate the charging time \(T_e = q/I_e\). Feuerbacher et al. (1972) found a photoemission current density of \(J_e = 4.5\) µA m\(^{-2}\) at a photoelectric yield of 0.07 in samples of dust taken from the moon. Gail and Schiller (1980) found that for grains with diameters below 0.1 µm the photoelectric yield is 1.0. The grains considered here are all smaller than 0.1 µm, so we scale the photoemission current density by the yield and by the square of the heliocentric distance to obtain \(J_e = 4.5\) µA m\(^{-2}\) (0.07 × 1.45\(^5\)) \(\approx 31\) µA m\(^{-2}\). For a \(r_d = 10\) nm grain to charge to \(q = 65e\) we then have \(T_e = q/(\pi r_d^2 J_e) \approx 1.1 \times 10^6\) s. This is significantly less than transit time, \(T = 8390\) s, for the dust grain to leave the system shown in Table 3. We therefore conclude that \(q = 65e\) is an attainable value. In addition to solar radiation and plasma conditions the grain charge may also depend on grain properties, which we do not model.

Our calculations show that the outgoing dust beam becomes wider for higher initial speeds. However, also for an initial radial velocity component of 700 m/s (Fig. 3) the dust grains move predominantly in the direction of \(E_1\) and on spatial scales on the order of 10\(^4\) km it is the force from the electric field that is most important in determining the trajectory.
Figure 3: Dust densities, in the $x-z$ plane ($y = 0$), for different initial speeds and different dust grain sizes. In panels (a), (b), and (c) the dust grain radius is 10 nm, and the initial radial velocity component is 50, 300, and 700 m/s respectively. In panels (d), (e), and (f) the radial velocity component is 700 m/s, and the dust grain radius is 1, 2, and 3 nm respectively. Panels (g), (h), and (i) show examples of negatively charged dust grains of radius 1, 2, and 3 nm and charge $-4e$, $-7e$, and $-11e$ respectively.
Table 3: Charge $q$, transit time $T$, and final speed $v_f$ for dust particles with different radii and surface potentials. The transit times and final speeds were measured at the edge of the simulation box, $2.9 \times 10^9$ km from the nucleus. The source radius was $r_s = 150$ km, and the initial radial bulk velocity component was $v_r = 700$ m/s.

<table>
<thead>
<tr>
<th>Grain Size</th>
<th>$V_d$</th>
<th>$q$</th>
<th>$T$</th>
<th>$v_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 nm</td>
<td>$5.4$ V</td>
<td>$4e$</td>
<td>$1223$ s</td>
<td>$74$ km/s</td>
</tr>
<tr>
<td>2 nm</td>
<td>$9.4$ V</td>
<td>$7e$</td>
<td>$938$ s</td>
<td>$98$ km/s</td>
</tr>
<tr>
<td>3 nm</td>
<td>$13.4$ V</td>
<td>$9e$</td>
<td>$834$ s</td>
<td>$111$ km/s</td>
</tr>
<tr>
<td>10 nm</td>
<td>$4 V$</td>
<td>$12$ e</td>
<td>$35$ km/s</td>
<td>$48$ km/s</td>
</tr>
</tbody>
</table>

The mass of a homogeneous sphere being $m = \rho 4\pi r_d^3 / 3$ we have a charge-to-mass ratio:

$$\frac{q}{m} = \frac{3e}{\rho} \frac{V_d}{r_d^3},$$

For a 10 nm dust grain with $q/m = 10^3$ C/kg it follows from Eq. 5, with $\rho = 2500$ kg m$^{-3}$ as above, that the potential of the dust grain surface is $V_d = 9.4$ V. This value is in the middle of the range of 4-14 V that has been computed for silicate grains at 1 AU (Mukai, 1981). The cases with different radii for the equilibrium dust grain charge, $V_d = 9.4$ V, are summarised in the middle column of Table 3. For each case one million test particle trajectories were calculated; the source radius was $r_s = 150$ km, and the initial radial bulk velocity component was $v_r = 700$ m/s, that is to say, we assume that the nano dust has been dragged along completely with the gas flow. It was seen in Fig. 3b-c that the value of $v_r$ does not significantly change the dust grain trajectories. Dust densities normalised to the dust production rate are shown in Fig. 3d, e, f, and c for $r_d = 1, 2, 3,$ and 10 nm respectively. The larger, more massive, grains are able to move farther radially before they are accelerated appreciably in the electric field direction, and they therefore form beams with larger angular spread than the small grains do. For example the width of the beam of the smallest grains in Fig. 3d is almost the same at the edge of the system as at its source.

We have used $V_d = 9.4$ V even for the smallest particles of $r_d = 1$ nm in Fig. 3d in order to illustrate the size dependence separately. However, it should be noted that 1 nm particles are unlikely to survive at potentials above 5$V$ as the electric field at the surface then reaches the threshold for Coulomb explosion, which is approximately $5 \times 10^9$ V/m (Mijoule et al., 2006).

Comparing the trajectories of the positively charged dust grains in Fig. 3a-f to the ion trajectories in Fig. 2 it is seen that the ions move along cycloid trajectories, of which only the beginning is seen in the figure, whereas the dust grains move along more or less straight lines. As the dust moves out of our simulation region and into the unperturbed solar wind also their paths will become cycloids, although their gyroradii will be much larger than those of the ions. In Fig. 3a-f, particularly in Fig. 3a, where the grains have the lowest initial velocity, the trajectory is seen to curve slightly in the direction opposite to that of a cycloid. This is due to the non-uniform electric field, which is shown in Fig. 1a. The dust grains leave the source in the lower field region (blue in Fig. 1a), then they enter a region where $E_z$ is stronger, and that causes them to be accelerated more rapidly in the positive $z$ direction. The H$_2$O$^+$ ions in Fig. 2a, on the other hand, stay in the lower field region throughout their journey, due to their smaller gyroradius.

The time $T$ it takes a typical dust grain to leave the system is 938 s for the 1 nm dust and 8390 s for the 10 nm dust as is seen in Table 3. The test particle simulations are performed under the assumption of a steady state, which means that for the pictures shown in Fig. 3 to be true, the solar wind conditions must remain the same over one transit time. As it is more likely that these conditions are unchanged over a shorter period than a longer one, Fig. 3d is more likely to be an accurate description of the 1 nm dust density distribution than Fig. 2d is for the 10 nm dust.

Charging of the nano dust is a stochastic process, and in the comet environment, not all dust grain will be charged to the equilibrium potential. Photo-emission of electrons caused by ultraviolet photons from the sun contribute to a positive dust grain charge. On the other hand, the dust can collect electrons from the surrounding plasma, and this process serves to decrease the charge of positively charged grains. In order to see the effect of a variation of the dust grain charge we have computed trajectories for different dust grain potentials. In Table 3 we have included simulation results for $V_d = 5.4$ V and $13.4$ V – that is to say – four
volts above and below the equilibrium value. As expected the final speed increases and the transit time decreases with the dust grain potential.

The gyroradius for the dust grains is much larger than the simulation box, and their motion inside that box can be approximated by that of a charged particle in a constant electric field. Thus, assuming that $E$ is a constant, $B = 0$, and $v(t = 0) = 0$, the speed $v_f$ after a fixed distance $a$ is

$$v_f = \sqrt{2aE} \cdot \sqrt{\frac{q}{m}}$$  \hspace{1cm} (6)

The final speed $v_f$ for a dust grain leaving the system is shown as a function of $\sqrt{q/m}$, in Fig. 4a for all dust grains in Table 3. The final speed is proportional to $\sqrt{q/m}$, confirming the validity of the approximation. The constant of proportionality in Eq. (6) can be determined from the slope of the black line in Fig. 4a, and we have $\sqrt{2aE} = 300$ $V/m^2$. With $a = 2.9 \times 10^4$ km, the distance from the comet nucleus to the edge of the simulation box which may serve as an order of magnitude estimate of the size of the coma, this corresponds to an electric field $E \approx 1.5$ $mV/m$, which is within the range of fields that the particle goes through as seen in Fig. 4b. Combining Eqs. (5) and (6) we obtain $v_f$ as a function of $r_d$ and $V_d$.

$$v_f = \sqrt{2aE} \cdot \sqrt{\frac{3e_0}{\rho} V_d} \cdot \frac{1}{r_d}$$ \hspace{1cm} (7)

Fig. 4b shows the final speed as a function of $1/r_d$ for all dust grains in Table 3. The black line is given by Eq. (7) for the equilibrium potential. The grains that are charged to $V_d = 9.4$ $V$ agree well with the line, and for the others proportionality still applies for their respective potentials according to Eq. (7). Fig. 4c shows the final speed as a function of $1/r_d$ for five different potentials centred on the equilibrium potential. For $V_d = 9.4$ $V$ dust grains that are 10 nm or smaller reach 10 km/s before leaving the system. For $V_d = 13.4$ $V$ and 17.4 $V$ grains with radii 11 nm and 13 nm respectively will reach that speed.

Dust grains may become negatively charged by picking up electrons from the dense plasma close to the nucleus. Figs. 3g-i show dust densities in the $x - z$ plane for negatively charge dust grains of radius 1, 2, and 3 nm. The charge on each grain is $q = -4e$, $-7e$, and $-11e$ in the three panels respectively. This corresponds to a potential $V_d = -5.4$ $V$. We have used the lower potential, because the charging process rapidly becomes less efficient as the plasma density decreases with the distance to the nucleus. The dust grains have a positive $v_x$ component due to the negative $E_x$ component close to the nucleus. As the grains leave the system this $v_x$ decreases and we see the beginning of a cycloid orbit as expected. The $E_x$ component can be seen by the electric field lines shown in Fig. 5. The difference in shape and width between the bottom and the middle rows of Fig. 3 is caused by the asymmetry in the electric field direction seen in Fig. 5. In the case of negatively charged grains the beam is wider, because grains

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{(a) Final speed $v_f$ for dust grains leaving the system as a function of the square root of the charge to mass ratio. The black line is a least squares fit to the points shown. (b) $v_f$ as a function of $1/r_d$. The black line is given by Eq. (7) for $V_d = 9.4$ $V$. (c) $v_f$ as a function of $1/r_d$ for different dust grain potentials. The curves are shown for radii corresponding to electric fields below $5 \times 10^5$ $V/m$ to avoid the Coulomb explosion regime.}
\end{figure}
emitted towards positive z spend time in a stronger negative $E_x$ field than those that moved in the negative z direction from the start. In the case of positively charged grains, all grains pass through the strong negative $E_x$ region, and those that first turn around at $z < 0$ receive a relatively small additional acceleration by the negative $E_x$ component.

5. Discussion

We have performed test particle simulations of cometary water ions and charged dust grains in electric and magnetic fields that were computed using a quasi-neutral hybrid model of the solar wind interacting with a comet. The cometary parameters were chosen to reflect the predicted state of comet 67P/Churyumov-Gerasimenko when it is at 1.45 AU heliocentric distance.

The velocity distribution function for the ions at their source was modelled by a drifting Maxwellian with a thermal speed of 500 m/s and a bulk velocity of 700 m/s directed radially outward, which is what would be expected for a neutral gas flowing outward from the nucleus of the comet. The newly ionised population initially maintains the distribution function of the neutrals. The distribution is probed at a distance on the order of $10^4$ km from the nucleus (Fig. 2a), and there the distribution function is widened significantly in all directions, but more in the $x$ and $z$ directions, in which the ions have been accelerated. The ions arrive at the probe along different paths and have therefore undergone different amounts of acceleration. Ions reach different velocities at the probe position in part due to the non-uniformity of the field, which lets different ions pass through regions of different fields, but also as a result of their initial velocities being directed differently with respect to these fields. The resulting distribution function is a superposition of the contributions from these different ions having different velocities, and this leads to distributions that are quite different from the initial distributions. The effect of the different initial ion velocity direction is the same for both the 150 km radius source, and that which is five times larger. The non-uniformity of the fields becomes more important for the larger source, for which multiple-peak distributions are seen in Figs. 2f and g.

Fluctuations imposed on the ions in the form of an oscillating electric field of 0.2 mV/m peak amplitude at a frequency of 5 mHz resulted in a further broadening of the distributions in the direction in which this field was applied. In the case of electric field fluctuations in the direction parallel to the magnetic field, mostly in the $y$ direction, the sharp peaks in the distribution were made smoother. The fluctuations modelled here are in the amplitude of the electric field. If instead the direction of the field were to fluctuate, a similar effect would be expected, as an oscillating electric field would be imposed in a direction where the equilibrium state has no electric field. The distance between the nucleus and the position where

Figure 5: Lines showing the direction of the electric field in the $x$–$z$ plane near the origin.
we probed the distribution function was smaller than the $H_2O^+$ gyroradius. To scatter the ions into shell-like distributions such as those observed by Coates et al. (1989) one would need much larger distances. The non-Maxwellian distribution functions that are seen in these simulations may have implications for the nature of the wave modes that occur in the plasma on ion acoustic scales (Ginelli and Skill 2001).

We have computed trajectories of charged dust emitted from the cometary nucleus. Dust grains are expected to become positively charged by photo-emission of electrons due to ultraviolet radiation from the sun. In a plasma a competing process is the collecting of electrons from the plasma. The latter process is expected to be more efficient in the denser plasma close to the comet’s nucleus. As the dust grains move away from the nucleus, photo-emission becomes the dominating process. Both photo-emission and the absorption of electrons are stochastic processes, and in the cometary environment one would expect a distribution of different charges. For positively charged dust, we have calculated trajectories for different charges to shed light on the effect of dust charging. There is no fundamental difference between the trajectories for these differently charged grains, only the expected effect that a higher charge leads to higher acceleration is seen. Thus, with a distribution of differentially charged dust, one would also expect a distribution of different dust velocities. Dust can become negatively charged in the dense plasma close to the nucleus, and it would then move along trajectories toward negative values of $z$, as shown in Fig. 3. As the process of collecting electrons from the plasma decreases in efficiency when the dust grain moves away from the nucleus, photo-emission may first neutralise it and then charge it positively. Changing the sign of the charge would change the trajectory completely and scatter dust over large parts of the coma.

The dust grains considered here have radii between 1 and 10 nm, and being smaller than the wavelength of most of the solar radiation they are less subjected to the radiation pressure that is dominating for larger dust. Depending on dust size and neutral gas density and speed, the dust grains may be accelerated to different radial speeds by means of drag forces close to the nucleus. We do not model the drag force, which is important only the first few kilometres from the nucleus, but instead use different initial bulk speeds to study its effect on the dust motion. We see in Fig. 3 a-c that the dust beam is noticeably widened for the largest radial initial velocity component of 700 m/s, but that it is the acceleration by the electric field which is the dominating influence on the trajectory in all three cases. Our test particle simulations are carried out for charge to mass ratios ranging from $6 \times 10^2$ C/kg to $1.4 \times 10^5$ C/kg. The dust sizes we discuss are subject to the uncertainties in estimating the surface charge of nano dust. The quantity that defines the trajectories of charged particles is their charge to mass ratio. We have computed trajectories for dust grains with different radii, assuming the same mass density $\rho$ of the material of which the grains are made. For dust with different mass densities, the same trajectories would be obtained for a different set of radii determined by Eq. 5.

While dust of all sizes is accelerated more or less straight out of the cometary environment in the direction of the electric field as is seen in Fig. 3, the time it takes for this to happen varies with dust grain size. The smallest grains studied here ($r_d = 1$ nm) leave the system in about ten minutes, whereas for the largest grains ($r_d = 10$ nm) this takes close to two hours, and for grains larger than that it would take even longer. If the solar wind magnetic field direction changes during the transit of a dust particle it will be deflected and accelerated in a new direction, and dust grains may be found in a larger region of the comet rather than in a distinct beam. As the transit times for small dust are rather short these are the most likely to be in distinct beams, and large dust grains may stay in the comet environment for longer periods being accelerated in different directions following the changes in the solar wind magnetic field.

For the purpose of finding the speed of the dust grain at a fixed distance from the nucleus, their acceleration can be approximated by a simple model of a constant electric field. In this way we can compute the speed the dust will reach before they leave the system as a function of their radius. It is seen in Fig. 3, that dust with $r_d < 10$ nm can reach speeds above 10 km/s. Since large grains move more slowly than small grains also the relative velocity can become large, leading to fragmentation of the larger dust grains, although given the uncertainties of the densities of both the small and large dust populations we cannot compute the probability of collisions between them. Another possibility is the impact of nano dust on very large grains, such as the objects with diameters in the 0.14–0.50 m range observed by the OSIRIS camera onboard Rosetta (Davison et al. 2015), leading to sputtering of the material of these objects. Fragmentation and sputtering may in turn create a secondary source of small dust distributed along the path of the primary nano dust.
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