Simulations of X-rays from Solar Wind Charge Exchange at Mars: Parameter dependence
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A hybrid simulation of the solar wind-Mars interaction and a test particle simulation of heavy ion trajectories near Mars are used to compute the contribution from solar wind charge exchange processes to the X-ray emission from Mars. Here we study how the simulated X-ray emissions depend on the parameters of the simulation model. Solar wind parameters are estimated using a ballistic model based on data from the WIND satellite and using an MHD model that uses inputs from interplanetary scintillation measurements. These two models produce X-ray images with significantly different structure. The intensity of the X-ray emissions and the size of the X-ray halo are also found to increase with an increasing exobase neutral temperature.
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I. INTRODUCTION

Observations of planetary X-ray emissions have been made in recent years. X-rays from Venus (Dennerl et al., 2002) and Mars (Dennerl, 2002) were discovered using the Chandra X-ray observatory.

A disk the size of Mars dominated by fluorescent scattering of solar X-rays was found when Mars was observed in the year 2001. Around the disk a faint X-ray halo was detected. It cannot be explained by fluorescence, since the fluorescence peak, that is seen in the emissions from the disk, is absent in the X-ray emissions from the halo (Dennerl, 2002), and fluorescence is an efficient process only at low altitudes. Dennerl (2002) suggested that the halo could be caused by the solar wind charge exchange (SWCX) process. Gunell et al. (2004) performed a computer simulation that showed that charge exchange processes are consistent with the observations of the Martian X-ray halo.

Fluorescence occurs when X-rays emitted by the sun are absorbed by neutrals in the planetary atmosphere, and then re-emitted isotropically. Elastic scattering of solar X-rays can also occur in planetary atmospheres. A detailed, analysis of the intensity of the X-rays produced by these two mechanisms was done by Cravens and Maurellis (2001).

X-rays are emitted through the solar wind charge exchange process wherever the solar wind meets a neutral atmosphere. A small fraction of the solar wind consists of heavy, multiply charged ions such as O^{6+}, C^{6+}, and Ne^{8+}. Charge-exchange collisions between these ions and neutral atoms can leave the ions in highly excited states. When the thus captured electrons transit to lower energy states, photons in the soft X-ray range may be emitted. Cravens (1997) first proposed this process as an explanation for the observations of X-rays from comets, and it is likely the dominant process for generation of cometary X-rays (Cravens, 2002). SWCX has also been suggested as a mechanism for generation of X-rays at Mars (Cravens, 2000; Krasnopolsky, 2000). Computer simulations of the intensities and morphology of these emissions were presented by Holmström et al. (2001) for Mars.

In a previous paper (Gunell et al., 2004) we conducted simulations of a large number of heavy solar wind species: O^{7+}, C^{6+}, O^{6+}, O^{5+}, Mg^{10+}, Mg^{9+}, S^{9+}, N^{6+}, C^{5+}, Ne^{8+}, Fe^{9+}, S^{8+}, Si^{8+}, Fe^{11+}, and Mg^{8+}. The simulation results were compared to observations made by Dennerl (2002). In this work we investigate how changes in the different parameters of the simulation model influence the X-ray emissions by comparing the results of simulations with different parameters for two ion species, namely O^{7+} and C^{6+}. In both the present and the previous paper a quasi-neutral hybrid model is used to obtain estimates of the electric and magnetic fields in the vicinity of Mars, and the heavy ion trajectories are computed using those fields. Two sets of solar wind parameters...
are compared: one estimate obtained using a ballistic model based on data obtained by the WIND satellite near the Earth; and another estimate that results from MHD tomography based on interplanetary scintillation (IPS) data. The influence of changes in the neutral exosphere is also studied by varying the exobase temperature.

The paper is organised as follows. In section II the simulation model is described, and in section III the results of the different solar wind parameter estimates are presented. In section IV the influence of the exobase temperature is studied, in section V the heavy ion abundances are discussed, and in section VI conclusions are presented and discussed.

II. SIMULATION MODEL

Here we present the method by which we have produced simulated images of SWCX at Mars that corresponds to the observation by Dennerl (2002).

The calculations were performed in three steps. First the solar wind parameters were estimated using two different models: one ballistic model based on data obtained by the WIND spacecraft and one MHD tomographic model using inputs from IPS measurements. The second step was to run a hybrid simulation of the interaction of the solar wind with Mars using the input parameters obtained in step one. The third and final step was to run a test particle simulation, calculating the trajectories of heavy solar wind ions in the electric and magnetic fields obtained in step two. That the heavy ions are not modelled self consistently can be justified since they only constitute a small fraction of the solar wind. Then using models for the neutral exosphere densities and the charge exchange cross sections the X-ray emissions from Mars could be obtained.

A. Parameter estimation

Since Mars was near opposition the plasma that was sampled by WIND near the Earth on July 2, 2001 arrived at Mars two days later during the X-ray observation. The solar wind data were scaled with the distance from the sun, and the average parameter values over the period of the observation were used as input parameters for a hybrid simulation. These parameters are shown in the left column of table I. The parameter estimation process is illustrated in Fig. 1. Fig. 1(a) shows the relative positions of the sun, Mars, and Earth. Fig. 1(b) was calculated from the \( v_x \) data and shows how the arrival time at Mars of a particular plasma element depends on the time it passed by the Earth. The horizontal dashed lines mark the beginning and end of the X-ray observation, and the vertical dashed lines show the beginning and end of the time interval that is used to compute the average parameters shown in table I. Panels (c-h) of Fig. 1 show these parameters at Earth as measured during the interval that is marked by the vertical lines in Fig. 1(b).

The parameters are estimated in the following way. The arrival time at Mars of a particular plasma element as a function of the time it passed by the Earth was calculated from the \( v_x \) data. This gives an interval, starting at 00:57:49 (UT) and ending 18:49:49 (UT) on July 2, over which the plasma parameters are averaged. The plasma that passed the Earth during this interval reached Mars during the observation two days later. We use a Mars-centred coordinate system with the sun in the positive \( x \)-direction, a northerly \( z \)-axis that is perpendicular to the ecliptic, and a \( y \)-direction that closes the right-handed system. The solar wind speed \( v_{sw} \) and the proton temperature \( T_{p,sw} \) are assumed to be constants, and are simply the average values of \( v_x \) and \( T_p \). The density \( n_{sw} \) is scaled by the squared ratio of the two planets respectively distances from the sun: \( n_{sw} = n_p/1.446^2 \). The \( z \)-component of the magnetic field is smaller than the other two for most of the observation, and therefore \( B_z = 0 \) is assumed. We have assumed that the direction of the magnetic field is given by a Parker-spiral, which means that \( B_y/B_x \) is proportional to the distance from the sun. Thus the magnetic field is \( \vec{B}_{sw} = (B_x/1.446^2, B_y/1.446, 0) \).

The parameters shown in the right column of table I were estimated using MHD tomography based on IPS measurements (Hayashi et al., 2003). The Solar-Terrestrial Environment Laboratory (STEL) at Nagoya University measures the radio flux from distant radio sources at four sites. The processed result is the solar wind velocity averaged along lines of sight. To resolve the solar wind parameters at a particular point they use an MHD code to model the evolution of the solar wind outside a sun-centred sphere with a radius of 50 solar radii. Remote sensing of the photospheric magnetic field is used for the magnetic boundary conditions at 50 solar radii, and analytical fits to Helios data are used for the density boundary conditions. The boundary conditions are discussed further by Hayashi et al. (2003).

B. Hybrid simulation

The second step was running a hybrid simulation of the interaction between the solar wind and Mars (Kallio and Janhunen, 2001, 2002) to obtain the electric and magnetic fields around Mars at the time of the observation. The hybrid code was run using \( 1.7 \times 10^6 \) particles, with a fully absorbing obstacle boundary at \( R_{obst} = 3600 \text{ km} \). The simulation box was a Mars-centred \( 6R_{obst} \times 6R_{obst} \times 6R_{obst} \) cube. A grid with three different cell sizes, namely 0.05\( R_{obst} \), 0.1\( R_{obst} \), and 0.2\( R_{obst} \), was used. The smallest cells were used close to the planet on the dayside.
TABLE I Average solar wind parameters at Mars on July 4, 2001, 11:47–21:00 (UT) as estimated from WIND data (left column), and through MHD tomography of IPS data (right column).

<table>
<thead>
<tr>
<th></th>
<th>WIND</th>
<th>IPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{sw}$</td>
<td>330 km/s</td>
<td>434 km/s</td>
</tr>
<tr>
<td>$n_{sw}$</td>
<td>$4.40 \times 10^6$ m$^{-3}$</td>
<td>$2.63 \times 10^6$ m$^{-3}$</td>
</tr>
<tr>
<td>$T_{p,sw}$</td>
<td>4.56 $\times 10^4$ K</td>
<td>5.61 $\times 10^4$ K</td>
</tr>
<tr>
<td>$\vec{B}$</td>
<td>$(1.38, -4.43, 0)$ nT =</td>
<td>$(0.639, -0.915, 9.63 \times 10^{-4})$ nT =</td>
</tr>
<tr>
<td></td>
<td>$4.64$ nT $\cdot$ ($\cos(72.7^\circ), -\sin(72.7^\circ), 0$)</td>
<td>$1.12$ nT $\cdot$ ($\cos(55^\circ), -\sin(55^\circ), 0$)</td>
</tr>
</tbody>
</table>

FIG. 1 (a) The positions of Mars and Earth relative to the sun. (b) The arrival time at Mars of solar wind plasma elements as a function of the time they passed by the Earth. The horizontal dashed lines mark the interval of the X-ray observation, i.e., from 11:47:39 (UT) and 21:00:30 (UT) on July 4, 2001, and the vertical dashed lines mark the interval that the plasma that arrived at Mars during the X-ray observation left the Earth. (c) $v_x$, (d) $n_p$, (e) $T_p$, (f) $B_x$, (g) $B_y$, and (h) $B_z$ between 00:57:49 and 18:49:49 on July 2, 2001, i.e., the interval marked by vertical dashed lines in panel (b).

C. Test particle simulation

The third step was to run a test particle simulation, calculating the trajectories of heavy solar wind ions in the electric and magnetic fields that were obtained from the hybrid simulation, and for each time step of the test particle simulation saving the X-ray emission density on a grid. The trajectories were computed by integrating the Lorentz force using Boris’ CYLRAD algorithm (see for example Hockney and Eastwood (1988)) One hundred thousand trajectories were calculated for each of the ion species $O^{7+}$ and $C^{6+}$. These species were selected from table 1 of Schwadron and Cravens (2000) for being the ion species that generate the highest luminosity, and together comprising 47% of the total luminosity of the species of ion that table. In our previous paper (Gunell et al., 2004) the calculations were performed for a large number of ion species. In this work we concentrate on the two species that generate the highest luminosity, and study the effects of changes in the parameters of the solar wind and the exosphere. The test particles were injected in the simulation box of the hybrid simulation at its upstream
edge. The initial velocity distribution was assumed to
be a Maxwellian with temperature $T_{p,sw}$ that is centred
around the drift speed $v_{sw}$. In our previous paper we
assumed that all species have the same temperature and
that this temperature is equal to the temperature of the
solar wind protons. Hefti et al. (1998) showed that both
cases where the temperatures of the protons and heavy
ions are equal and cases where their thermal speeds are
equal occur in the solar wind. The trend towards equal
temperature diminishes with increasing $m/q^2$, i.e., the
ratio of mass to charge squared. For $O^{7+}$ and $C^{6+}$, the
tested here, $m/q^2 = 0.3$, and both the case with
equal temperatures and that with equal thermal speeds
could occur. In our work we have chosen to study the
more likely equal thermal speeds case.

The cross sections for charge exchange ($\sigma$), the re-
late abundance of each ion species in the solar wind
($\alpha$), and the energy released ($E_{n-n_0}$) were taken from
table 1 of Schwadron and Cravens (2000). The cross
sections reported by Schwadron and Cravens (2000) are
for charge exchange collisions between heavy ions and
water molecules, but since the ionisation potentials for
$O$, $H$, and $H_2$ are close to that of water using the cross
sections for water is a reasonable approximation (Weg-
mann et al., 1998). An excited ion may go through se-
veral intermediate states before reaching the ground state,
and thus release its energy to several photons. We use
a simplified model, assuming that the transition to the
ground state occurs in either one or two steps (Schwadron
and Cravens, 2000; Wegmann et al., 1998). The neutral
exosphere was modelled using a Chamberlain exosphere
(Chamberlain and Hunten, 1987), which is a spherically
symmetric model. The model included atomic hydro-
gen, molecular hydrogen, and one hot and one thermal
population of atomic oxygen. Exobase densities for solar
maximum conditions (Kallio et al., 1997; Krasnopolsky
and Gladstone, 1996) were used for these species. The
exobase altitude is 170 km. The exobase densities and
temperatures are shown in table II. The exobase con-
ditions (temperature and density) have large temporal
and spatial variations (Keating et al., 1998), resulting in
large variations of exospheric densities. In section IV the
exobase temperature is varied by multiplying the tem-
peratures in table II by 0.2; 0.5; 1; 2; and 5.

The mathematical formulation below follows Gunell
et al. (2004) with small changes of the notation. Each test
particle represents a large number of solar wind ions, and
this number decreases as the test particle moves through
the simulation area, where some of the real particles it
represents are lost in charge exchange collisions. The density $n_i$ represented by the test particle “i” is

$$n_i(s) = n_{sw} a_\alpha e^{-\sigma_\alpha \int_0^s N(s')ds'}$$

(1)

where $n_{sw}$ is the solar wind proton density, $s$ the path
length along the trajectory, $N(s) = N_O(s) + N_H(s) +
N_{H_2}(s)$ the density of the neutral exosphere, and $a_\alpha$ is
the relative abundance of the particular ion species $\alpha$ in
the solar wind, i.e., $a_\alpha = n_i(0)/n_{sw}$. $\sigma_\alpha$ is the cross
section for charge exchange collisions between the ion species $\alpha$ to which the test particle “i” belongs and the neutral gas.
The contribution from one test particle “i” to the density
of the emitted X-ray power is then

$$P_i(s) = -\frac{dn_i}{dt} E_{n-n_0}$$

$$= n_{sw} a_\alpha \sigma_\alpha N(s) v_i(s) e^{-\sigma_\alpha \int_0^s N(s')ds'} E_{n-n_0}$$

(2)

For each test particle “i” at each time step the quantity

$$\Lambda_i = N(s) v_i(s) e^{-\sigma_\alpha \int_0^s N(s')ds'} \frac{\Delta t}{\Delta x \Delta y \Delta z}$$

(3)

is accumulated on a grid, in a way that is analogous with
the way charge is assigned to a grid in a particle in cell
simulation. In equation (3) $\Delta t = 0.25$ s is the time step and
$\Delta x \Delta y \Delta z$ is the volume of a grid element. We have
used $\Delta x = \Delta y = \Delta z = 0.5 \times 10^5$ m. The total emitted
X-ray power density is then found by summation of the
contributions from all ion species.

Ions can, in principle, undergo several charge exchange
collisions until they have lost all their charge, emitting
photons in each step. This means that $O^{7+}$ ions after
a charge exchange collisions are a source of $O^{6+}$ ions.
We have neglected this source term after examining the
exponential function $\exp(-\sigma_\alpha \int_0^s N(s')ds')$ of Eq. (1). The value of the exponential when a test particle leaves
the system, either by precipitating on the atmosphere or
by leaving through the outer boundary of the simulation
box, is a measure of what fraction of the original density
still remains. If the value of the exponential is still close
to unity when the particles leave the system the traversed
region of the atmosphere can be considered collisionally
thin and the additional source term is negligible. The
average value of this factor computed using ten thousand
test particles of the most important species, i.e., $O^{7+}$
and $C^{6+}$, is 0.85 and 0.92 respectively. We thus find it
justified to neglect this small ion source.

The X-ray flux $\rho(\xi, \eta)$ that can be observed by an ob-
server at Earth is found by integration along lines of
sight. Since the observer is very far away we use a parallel
projection.

$$\rho(\xi, \eta) = \frac{1}{4\pi} \int \sum_i P_i(x, y, z) ds$$

(4)
is the directional X-ray energy flux measured in watts per square metre and steradian. The summation over the index \( i \) is a summation over all test particles of all ion species. \( \xi \) corresponds to the offset along the solar direction in the ecliptic plane and the elevation angle \( \zeta \) to the offset perpendicular to the solar direction, both perpendicular to the line of sight. Simulated X-ray images such as those shown in Fig. 2 show the directional X-ray energy flux from Mars. In each image the inner white circle, with radius 10.2 arc seconds, marks the geometric size of Mars, and the outer white circle, with radius 30 arc seconds marks the extent of the X-ray halo according to Dennerl (2002). The grey-scale shows the X-ray radiance in Wm\(^{-2}\)sr\(^{-1}\). In Fig. 2 we have included only photons with energies above 200 eV. The photon energy is modelled, following Schwadron and Cravens (2000), under the assumption that an ion in its excited state (quantum number \( n \)) emits its energy, \( E_{\text{ph}, n} \), in either one or two steps, and that all transitions have an equal probability given by \( 1/(n - n_0) \). The X-ray flux shown in the images is thus

\[
p_{\text{ph}}(\xi, \zeta) = \frac{S\rho\pi n_{\text{sw}}}{4\pi} \sum_{\alpha} \frac{a_{\alpha} \sigma_{\alpha}}{N_{\text{tp}, \alpha}} \int \Lambda_{\alpha} ds \sum_{E_{\text{ph}}>E} \frac{E_{\text{ph}}}{n-n_0}
\]

(5)

where \( S \) is the cross section of the simulation box, i.e. the area across which test particles are uniformly injected, \( N_{\text{tp}, \alpha} \) is the number of test particles for ion species \( \alpha \), \( E_{\text{ph}} \) is the photon energy, and \( E = 200 \) eV is the minimum energy of the photons included in the image. For \( E = 0 \), that is, if all photons were included, \( p_{\text{ph}}(\xi, \zeta) = p(\xi, \zeta) \). The photon energies \( E_{\text{ph}} \) and the quantum numbers \( n \) and \( n_0 \) are species dependent even though the species index \( \alpha \) has been dropped.

\[
\Lambda_{\alpha} = \sum_{i} \Lambda_{i}
\]

where the sum is taken over all test particles “\( i \)” of ion species \( \alpha \).

To be able to compare with observations the energy dependent effective detector area \( A(E_{\text{ph}}) \) has to be taken into account. The observed directional flux expressed as a count rate, measured in units of s\(^{-1}\)sr\(^{-1}\), is

\[
c_{\text{AE}}(\xi, \zeta) = \frac{S\rho\pi n_{\text{sw}}}{4\pi} \sum_{\alpha} \frac{a_{\alpha} \sigma_{\alpha}}{N_{\text{tp}, \alpha}} \int \Lambda_{\alpha} ds \sum_{E_{\text{ph}}>E} \frac{A(E_{\text{ph}})}{n-n_0}
\]

(6)

The radial distribution of the X-ray power is obtained by changing to polar coordinates and integrating over the azimuthal angle. This is shown in Fig. 3, where the thin solid curve displays the quantity

\[
f(\rho) = \frac{1}{2\pi} \int_{0}^{2\pi} c_{\text{AE}}(\rho, \varphi) d\varphi
\]

(7)

where \( \rho \) is the radial and \( \varphi \) is the azimuthal polar coordinate of Fig. 2.

III. COMPARISON OF THE INFLUENCE OF DIFFERENT SOLAR WIND PARAMETERS

The hybrid code was run twice using two different sets of input parameters, that were estimated as described in section II.A. The parameters are shown in table I. The simulated X-ray images based on these two different sets of input data are shown in Fig. 2. The maximum radiance in the image based on the IPS parameters is higher than that in the image that is based on WIND parameters by approximately a factor of two. There is also a noticeable asymmetry in the IPS image, which has most of the emissions at the lower right hand side of the image centre.

The radial distribution of the X-ray power obtained from Eq. (7) is shown in Fig. 3 for the simulation that is based on WIND parameters (solid line) and IPS parameters (dashed line). It is seen in the figure that the X-ray emissions from the outer halo are similar in the two cases. Close to the planet, however, the IPS parameters result in higher emission. This is true for the inner halo \((10.2'' \leq \rho \leq 14.2''\) and for the disk of Mars \((\rho \leq 10.2'')\). The differences for the inner halo indicate that the WIND parameters agree better with the observations of the X-ray halo, c.f., Gunell et al. (2004). To make a more detailed comparison with data the computations should be performed for the whole list of solar wind ion species, and the computational results should preferably be compared to observations with better photon statistics.

In Fig. 4 the X-ray emission region is shown in a cylindrical system of coordinates. One can again see that the emissions are stronger in simulation using IPS parameters, and that this difference in emission rates is largest at low altitudes. The structure of the emissions is different in the two cases. In the simulation using WIND data a high altitude arc is seen (Fig. 4, top panel) that is absent in the IPS data-based simulation (Fig. 4, bottom panel).

IV. COMPARISON OF THE INFLUENCE OF DIFFERENT EXOBASE TEMPERATURES

To study the temperature dependence X-ray images were calculated using neutral profiles with different exobase temperatures, using the solar wind parameters that are based on WIND measurements. Fig 5 shows five images where the the nominal exobase temperatures in table II have been scaled by a factor of 0.2; 0.5; 1; 2; and 5 respectively. The maximum X-ray radiance increases with an increasing exobase temperature, and the extent of the X-ray emitting region increases with temperature. The sharp edge in X-ray emissions that is seen on all sides, but most clearly near the bottom and along the left side, of the \( T = 5T_0 \) image is artificial. It appears because the image covers the whole simulation box. The
FIG. 2 Two simulated X-ray images of Mars at a phase angle of 18.2°, corresponding to the situation at the time of the observation. The phase angle is defined as the angle between the Mars-to-sun and the Mars-to-observer directions. The left panel shows the results of a simulation with input parameters estimated from data obtained by the WIND satellite using a ballistic model. The right panel shows the results of a simulation with input parameters estimated using MHD tomography based on IPS measurements. The inner white circles, with radius 10.2 arc seconds, mark the geometric size of Mars, and the outer white circles, with radius 30 arc seconds mark the extent of the X-ray halo according to Dennerl (2002). The same grey-scale is used for both images, and it shows the X-ray radiance in Wm\(^{-2}\)sr\(^{-1}\).

FIG. 3 Radial distribution of the simulated X-ray intensity in units of sr\(^{-1}\)s\(^{-1}\). The solid curve shows the results of a simulation using input data estimated from WIND data, and the dashed curve shows the results of a simulation with input data obtained by MHD tomography of IPS measurements. The vertical dashed line marks the size of the Martian disk, which corresponds to the inner circles of the images in Fig. 2.

FIG. 4 X-ray emission in cylindrical coordinates for a simulation using input data estimated from WIND data (upper panel), a simulation with input data obtained by MHD tomography of IPS measurements (lower panel). The grey-scale shows the emitted X-rays in units of Wm\(^{-2}\).

Trajectories of the heavy ion test particles are terminated when an ion reaches the edge of the simulation box causing the heavy ion density to be lower close to the edge of the box. In addition to this finite radius effect comes a geometrical effect, because the cubical simulation box is viewed from an angle of 18.2°, which makes the integration path shorter for the pixels that are located close to the vertical edges of the images than for those farther away from the edges. This computational artefact can also be seen in the \(T = 2T_0\) image, if it is carefully examined. It is not seen in the first three images where, due
FIG. 5 Five simulated X-ray image of Mars at a phase angle of 18.2°, corresponding to the situation at the time of the observation. The phase angle is defined as the angle between the Mars-to-sun and the Mars-to-observer directions. The different panels show results obtained assuming different exobase temperatures. From top to bottom the nominal exobase temperatures in table II have been scaled by a factor of 0.2; 0.5; 1; 2; and 5 respectively. The inner white circles, with radius 10.2 arc seconds, mark the geometric size of Mars, and the outer white circles, with radius 30 arc seconds mark the extent of the X-ray halo according to Dennerl (2002). The grey-scale shows the X-ray radiance in Wm^{-2}sr^{-1}.

to the lower exobase temperature, there are no emissions far away from the centre of the images.

Fig. 6 shows the radial dependence of the X-ray emissions, i.e., the images in Fig. 5 have been integrated according to Eq. (7). The falloff with radial distance from the image centre is steeper for lower exobase temperatures.

When the exobase temperature increases at constant exobase density the number of neutral particles in the exosphere increases, and this yields a larger X-ray emission. The falloff of density with altitude is also steeper for lower temperatures, which is in agreement with the results for the radial dependence of the X-ray emissions in Fig. 6.

V. VARIATION OF HEAVY ION ABUNDANCES

The SWCX X-ray emissions in our model scale linearly with the heavy ion abundances. Both the abundance of one atomic species and the relative abundances of two different charge states of the same element can vary up to an order of magnitude (Zurbuchen et al., 2002). The abundances depend on the type of the solar wind, and therefore the uncertainties can be lowered considerably.

FIG. 6 Radial distribution of the simulated X-ray intensity in units of sr^{-1}s^{-1}. The different curves show results obtained assuming different exobase temperatures. From top to bottom the nominal exobase temperatures have been scaled by a factor of 5; 2; 1; 0.5; and 0.2 respectively. The vertical dashed line marks the size of the Martian disk, which corresponds to the inner circles of the images in Fig. 2.
with knowledge of whether the solar wind is slow or fast. This, however, requires long exposure times, since there are even larger variations on time scales on the order of minutes (Aellig et al., 1998; Wurz et al., 1998).

VI. CONCLUSIONS AND DISCUSSION

We have modelled the contribution from solar wind charge exchange to the X-ray emission at Mars. This was achieved by the use of a hybrid simulation to find the electric and magnetic fields around the planet, and then a test particle simulation was run to compute trajectories of heavy, multiply charged solar wind ions. Such simulation were used by Gunell et al. (2004) and were found to be larger than the observations made with the Chandra X-ray observatory by a factor of between 1 and 3. There are a few uncertainties involved in this simulation process.

First, the density of the neutral exosphere of Mars changes with the solar cycle, and the estimate that was used by Gunell et al. (2004) for solar maximum conditions might be incorrect for the particular time of observation. We use a Chamberlain exosphere to model the neutral exosphere densities, and the density at altitudes above the exobase is determined by the density and temperature at the exobase. Disregarding the loss of heavy ions, the X-ray emission at a particular point in space scales linearly with the neutral density at that point, and since the neutral density at any point is proportional to the density at the exobase, the X-ray emission scales linearly with exobase density. In section IV we scaled the temperature by factors of 0.2; 0.5; 1; 2; and 5 to study the temperature dependence. Since the exosphere contains a larger number of neutrals for an increased temperature the emission intensity increases with increasing temperature. The radial falloff in the X-ray halo is steeper for lower temperatures, because of the steeper falloff of the exosphere density at lower exobase temperature.

Secondly, the estimate of the solar wind parameters might be inaccurate. In section III we examined the result of hybrid simulations run with two different sets of input solar wind parameters, both obtained from measurement-based model calculations. The structure of the X-ray images thus obtained is visibly different in the two cases. The intensities of the emissions in the two cases are similar from the outer part of the halo, but differ significantly at the inner halo and the Martian disk. The emissions from lower altitude depend on how deeply the solar wind flux can penetrate into the Martian exosphere, which in turn depends on solar wind parameters such as flux and magnetic field. It is therefore important to have as accurate knowledge as possible about the solar wind parameters.

Thirdly, the composition of the solar wind, i.e. the abundances of the heavy ions, may, on the day of the observation, have differed from the estimates used. This may significantly alter the results. The abundances may change with the solar cycle and are different depending on whether the solar wind is slow or fast. Hence the intensity of the X-rays may change, and the relative importance of the different heavy ion species may be altered. The X-ray intensity is proportional to the heavy ion abundances, and is therefore directly affected by poor knowledge these. The shape and extent is only affected by the relative importance of the different ion species, and since the mass to charge ratio does not vary too much between these this is a minor effect. The uncertainties can be reduced by better knowledge of the solar wind conditions.

Fourthly, the fields obtained from the hybrid simulation may be incorrect due to the limited spatial resolution. The hybrid model reproduces the basic plasma and magnetic field regions around Mars that were measured by the Phobos-2 mission, for example the bow shock, magnetotail, and how the magnetic field is piled up against the planet (Kallio and Janhunen, 2001, 2002).

Fifthly, there could be errors in the values that we have used for the charge exchange cross sections. The classical over-barrier cross sections that we have used are generally over-estimates, and that can contribute to the discrepancy between the measured and simulated halo emissions.

The properties of the Martian X-ray halo depend sensitively on the points discussed here, which implies that the X-ray emission contains valuable information.
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