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ABSTRACT

Context. Sufficiently far from the Sun, all comets go through a phase of low activity. Rosetta observations at large heliocentric
distances of approximately 3 au showed that the plasma at a low-activity comet is affected by both steady state electric fields and
low-frequency waves.
Aims. Our goal is to provide a model for the electric fields in the inner coma at a low-activity comet and to simulate waves and field
structures farther away from the nucleus.
Methods. We compare analytical models for the convective, ambipolar, and polarisation electric fields to the results of an electrostatic
particle-in-cell simulation of a scaled-down low-activity comet.
Results. We find good agreement between the steady state field model and the simulation results close to the nucleus. At larger
cometocentric distances, waves dominate the electric field. These waves are interpreted as the scaled-down electrostatic limit of the
previously observed singing comet waves. The comet ion density is not spherically symmetric.
Conclusions. Low-activity comets can be modelled using electrostatic particle-in-cell simulations of a scaled-down system. Outside
the innermost part of the coma (r ≳ 40 km), the plasma is not spherically symmetric and the electric field is dominated by waves.
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1. Introduction

In this paper, we present the results of electrostatic particle-in-
cell simulations of comet 67P/Churyumov-Gerasimenko (67P)
when it was at a heliocentric distance of 3 au. Comet 67P was
visited by the Rosetta orbiter during two years from 2014 to
2016, and results in cometary plasma physics based on Rosetta
measurements were reviewed by Goetz et al. (2022b). When the
Rosetta spacecraft arrived at comet 67P in August 2014, it was
at approximately 3.6 au from the Sun. The comet was in a weak
activity stage with an outgassing rate of (2–4)×1025 s−1 (Simon
Wedlund et al. 2016; Hansen et al. 2016). The comet interacted
with the solar wind through weak mass loading; water group ions
formed by ionisation of the neutral coma were accelerated by the
convective electric field of the solar wind, and solar-wind protons
were deflected by approximately 20◦ (Nilsson et al. 2015a).

Closer to the Sun, the comet–solar-wind interaction entered
a different regime. An infant bow shock was first observed
when the heliocentric distance of comet 67P fell below 3 au
(Gunell et al. 2018; Goetz et al. 2021). When the comet
moved even closer to the Sun, both a solar-wind ion cavity
(Simon Wedlund et al. 2019) and a diamagnetic cavity
appeared (Goetz et al. 2016b,a). Heliocentric distances of
approximately 3 au have been the subject of a few simu-
lation studies in the past, using hybrid models (Koenders
et al. 2016); comparing multi-fluid and hybrid models (Rubin
et al. 2014); employing implicit particle-in-cell simulations

(Deca et al. 2017); and using an electrostatic particle-in-cell
model (Gunell et al. 2019). At 3 au, the weak mass-loading stage
of the comet–solar-wind interaction was coming to an end, but
the qualitative change represented by the formation of shocks
and plasma boundaries had not yet occurred. This is also the
regime that is examined in this work.

One aspect of interest is how the density of the cometary
plasma is distributed in the head of the comet. The density of the
neutral gas that is sublimated from the surface follows a Haser
model (Haser 1957). For cometocentric distances relevant to the
Rosetta mission, ionisation has only a negligible influence on the
neutral density, which is therefore proportional to r−2. Galand
et al. (2016) derived a radial ion density profile proportional to
r−1 under the assumptions that the ions are collisionally coupled
to the neutrals and therefore move at the same velocity. Vigren
& Eriksson (2017) considered an energy-dependent cross section
for ion–neutral collisions and an ambipolar electric field acceler-
ating ions outward. In their model, the ions moves significantly
faster than the neutrals, and the speed of the ions also affects
the density. That the ions move faster than the neutrals was also
observed by Rosetta (Odelstad et al. 2018). Edberg et al. (2022)
used data from six periods when Rosetta moved along the radial
dimension, and found that the ion density on average followed an
approximate r−1 profile, but these authors also found that there
were intervals when the deviations were significant.

Immediately upon arrival, Rosetta observed waves in the
10–100 mHz range, and these were given the name ‘singing
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comet waves’ (Richter et al. 2015, 2016). These waves continued
to be observed until the end of March 2015 (at 2 au heliocentric
distance) after which the spacecraft was located too deep into
the inner coma for suitable observations to be made (Goetz et al.
2020). The observations of singing comet waves have been inter-
preted in terms of an ion Weibel instability (Meier et al. 2016),
and similar waves have been seen in simulations (Rubin et al.
2014; Koenders et al. 2016; Deca et al. 2017).

When comet 67P moved closer to the Sun, a multitude of
different waves could be observed: ion acoustic waves both in the
diamagnetic cavity (Gunell et al. 2017a), at the boundary of this
cavity (Madsen et al. 2018), and during times when the cavity has
not yet formed (Gunell et al. 2017b, 2021); Langmuir waves were
seen throughout the escort phase of the mission (Myllys et al.
2021); and lower hybrid waves (André et al. 2017; Karlsson et al.
2017) often in connection with steepened magnetosonic waves
(Stenberg Wieser et al. 2017; Ostaszewski et al. 2021).

Stationary waves can develop when the wave propagates with
an equal and opposite velocity to a plasma flow. One example
is planetary bow shocks, which are stationary when viewed on
large scales, although constantly moving and reforming, they
are non-stationary on small scales (Balogh & Treumann 2013).
Another examples is stationary Alfvén waves that have been sug-
gested as a way to accelerate electrons in the aurora (Knudsen
1996) and that have been shown to exist in laboratory plas-
mas (Finnegan 2008; Koepke et al. 2016). In this paper we use
electrostatic particle-in-cell simulations to model the interaction
between the comet and the solar wind. This approach has previ-
ously been applied to plasmoids encountering magnetic barriers
(Hurtig et al. 2003; Gunell et al. 2008, 2009). Being electro-
static, the model cannot reproduce any changes in the magnetic
field. However, the electrostatic aspects are still adequately mod-
elled as long as the currents are small enough that those changes
are insignificant, as can be seen by comparison to electromag-
netic simulations of the same phenomena (Voitcu & Echim 2016,
2017). No wave is completely electrostatic, as the currents asso-
ciated with the waves give rise to time-variable magnetic fields.
Waves can transition between electrostatic and electromagnetic
in different parameter regimes, and energy can be transferred
between electrostatic and electromagnetic waves in non-linear
interactions (Tejero et al. 2015a,b, 2016). In this work, we con-
sider a comet where the length scales have been reduced by a
factor of either 1/400 or 1/200 in different simulation runs. As
currents scale with cross-sectional area, this also scales down
the magnetic-field variations, the system becomes predominantly
electrostatic, and what we explore is the electrostatic limit of the
real comet.

2. Models and methods

2.1. Particle-in-cell model

We used the electrostatic particle-in-cell model Picard
(Lindkvist & Gunell 2019) to simulate a scaled-down comet
at low activity. The model and first results were described by
Gunell et al. (2019), and we only summarise the most important
facts here.

Poisson’s equation is solved using the conjugate gradient
method (e.g. Shewchuk 1994) and open boundary conditions,
meaning that space outside the simulation box is assumed to
be empty and the potential at the boundary derived from the
charge density inside the simulation box is specified as a Dirich-
let boundary condition. Poisson’s equation is solved in the
solar-wind frame of reference, where the convective electric

field vanishes, but all results presented here are in the comet
frame of reference. The electric field in the comet frame is
obtained by addition of the convective term −usw × B to the
field in the solar-wind frame of reference. The ions and electrons
are advanced in phase space using Boris’ algorithm (see e.g.
Birdsall & Langdon 1991). There are four particle species: solar-
wind protons and electrons and cometary water ions (H2O+) and
electrons. The solar-wind species are created at all the bound-
aries at every time step. This is also done at the downstream
boundary, but there the vast majority of the protons never enter
the simulation domain as the outwardly directed bulk velocity
is much higher than the thermal speed. For electrons, there is a
significant inflow at all boundaries. All particles that reach the
boundaries from the interior of the simulation box during one
time step are removed.

The simulation box is a cube with a side of Nx grid cells,
and each grid cell is a cube whose side is ∆x. These and other
parameters used in the three different runs presented in this
paper are shown in Table 1. The present version of the simu-
lation code includes a source of the cometary plasma species by
photo-ionisation of an approximate Haser model neutral-density
profile. The nucleus is not modelled; instead the neutral density
is kept constant inside the cometocentric distance r = rn where
the nucleus would be, and is decreased linearly to zero in the
range r1 ≤ r ≤ r2 to avoid artefacts at the boundaries. Here, rc
is the radius of the nucleus, which together with r1 and r2 is
listed in Table 1. The exponential factor in Haser’s model (Haser
1957) is approximated to unity, because the typical length scale
for ionisation is much larger than the simulated region. Thus, for
the neutral density, we have

Nn =


Q

4πr2
nu for r ≤ rn

Q
4πr2u for rn < r ≤ r1

Q
4πr2

1u

(
1 − r−r1

r2−r1

)
for r1 < r ≤ r2

0 for r > r2

, (1)

where Q is the gas-production rate and u is the speed with which
the neutrals move radially outwards. For the initial density of
the cometary plasma, we use the profile derived by Galand et al.
(2016) and Vigren et al. (2017), which in analogy with the neutral
profile is capped at small cometocentric distances and linearly
decreased to zero at large values of r. We have

n0,H2O+ =


Qνi

16πrnu2 for r ≤ 2rn
Qνi(r−rn)

4πr2u2 for 2rn < r ≤ r1
Qνi(r1−rn)

4πr2
1u2

(
1 − r−r1

r2−r1

)
for r1 < r ≤ r2

0 for r > r2

, (2)

where νi is the ionisation frequency. The profile in Eq. (2) is
only imposed as an initial condition. After t = 0, the plasma den-
sity is allowed to evolve self-consistently with the neutral density
given by Eq. (1). The initial density profiles for simulation runs A
and C are shown by the solid black lines in Figs. 1a and b, respec-
tively. The inclusion of this cometary plasma source allows us to
simulate longer timescales than in our previous study, where the
cometary plasma started to disperse enough to affect the results
after approximately 30 ms (Gunell et al. 2019).

To reduce computational cost, the size of the comet was
scaled down by a factor of 1/400 in runs A and B (same fac-
tor as used by Gunell et al. 2019) and by a factor of 1/200 in
run C. The scaling of the characteristic length scale for the den-
sity variation is achieved by adjusting the gas production rate Q
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Table 1. Parameters for the solar wind and comet for the three simulation runs and for comet 67P as encountered by the Rosetta spacecraft
at 3 au.

Parameter Symbol [unit] 67P Simulation

run A run B run C

Heliocentric distance R [au] 3.0
Scale factor 400 400 200
Nucleus radius rn [m] 2 × 103 5 5 10
Max radius Haser r1 [m] 850 850 1.08 × 103

Zero density radius r2 [m] 930 930 1.18 × 103

Water production rate Q [s−1] 8.75 × 1025 2.19 × 1023 2.19 × 1023 4.37 × 1023

Water ionisation rate νi [s−1] 3.68 × 10−8 3.68 × 10−8 3.68 × 10−8 3.68 × 10−8

Water speed u [km s−1] 0.6 0.6 0.6 0.6
Ionisation excess energy Ek [eV] 15 15 15 15
SW number density n0 [cm−3] 0.78 0.78 0.78 0.78
SW electron temperature kB Te,0 [eV] 6.21 6.21 6.21 6.21
SW proton temperature kB TH+,0 [eV] 3.31 3.31 3.31 3.31
SW bulk speed u0 [km s−1] 430 430 430 430
B-field magnitude B0 [nT] 5 1.98 × 103 (0.8–2) × 103 990
Water ion density max. nH2O+ [cm−3] 300 88 88 88
Electron mass m/me 1 20 20 20
Proton to electron mass ratio mp/me 1836 91.8 91.8 91.8
H2O+ to proton mass ratio mH2O+/mp 17.9 17.9 17.9 17.9
Electron cyclotron freq. fce [Hz] 139 2.78 × 103 (1.1–2.8) × 103 1.39 × 103

Electron plasma freq. max. fpe [Hz] 1.6 × 105 1.9 × 104 1.9 × 104 1.9 × 104

H2O+ plasma freq. max. fpi [Hz] 855 460 460 460
H2O+ cyclotron freq. fci [Hz] 4.23 × 10−3 1.69 0.68–1.7 0.85
Simulation cube side Nx 240 240 304
Grid cell size ∆x [m] 8 8 8
Time step ∆t [s] 3 × 10−6 3 × 10−6 3 × 10−6

Notes. The Rosetta values are estimates based on the literature (Edberg et al. 2015; Hansen et al. 2016; Goetz et al. 2017), and the simulation
parameters correspond to the initial state.

Fig. 1. Water-ion densities and velocities in runs A and C, illustrating the influence of the scaling factor. (a) Water-ion density, nwi, as a function
of r in run A for different radial directions, following the axes of the coordinate system as indicated in the legend. (b) nwi for run C. (c) The radial-
velocity component vr,wi for run A. (d) vrwi for run C. The legend in panel a also applies to panels a to d. (e) Velocity components in the x–z plane
for run A. ( f ) Velocity components in the x–z plane for run C. (g) Velocity components in the x–y plane for run A. (h) Velocity components in the
x–y plane for run C. The axis limits for r, x, y, and z are different for the different scalings. The dotted lines in panels c and d indicate vr,H2O+ = 0.
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Fig. 2. Prescribed magnetic field By in the three runs. In runs A and C,
the field is constant, and in run B it depends on the distance to the y axis
√

x2 + z2. In all runs, B only has a y component.

in Eqs. (1) and (2). The gyro radii by the particles are scaled
via the magnitude of the magnetic field B0. The values used for
Q and B0 in the different runs are shown in Table 1. The grid
cell size is controlled by the Debye length, which is not scaled,
and the smaller comet therefore requires fewer grid cells than a
full-scale comet. This is what makes the simulation numerically
feasible. How this scaling influences the results is discussed in
Sect. 3.1. The magnetic field is prescribed, and directed in the
y direction. In runs A and C, the field is constant. The values
are shown in Table 1 and are scaled up with the scaling fac-
tors of each run from the approximately 5 nT field observed by
Rosetta (Goetz et al. 2017). In order to determine the influence
of a spatially varying magnetic field, we performed one run with
a non-uniform magnetic field, namely run B, where the field is
cylindrically symmetric around the y axis as shown in Fig. 2.
This magnetic field profile is scaled up from the Rosetta obser-
vation at its first approach of comet 67P (cf. Fig. A.1. of Gunell
et al. 2019).

2.2. Analytical model

For comparison with the particle-in-cell simulations, we use a
simplified model of the electric field that includes three contri-
butions, namely the convective electric field Ec, an ambipolar
field Ea, and a polarisation electric field Ep:

E = Ec + Ea + Ep. (3)

The convective electric field is

Ec = −usw × B, (4)

where usw is the solar-wind velocity and B the magnetic–flux
density. The ambipolar electric field is modelled assuming that
the electron pressure gradient is balanced by the force from
Ea on the electrons and that the electron temperature Te is
constant in the region where the ambipolar field is important.
Under these conditions, we have Ea = −(kBTe/(nee))∇ne. If the
plasma density ne is spherically symmetric and depends on the
cometocentric distance r as

ne =

n0 for r ≤ r0

n0

(
r
r0

)−α
for r > r0

, (5)

where n0 is the density at a reference distance r0 and α is
a constant describing how fast the plasma density decreases
with cometocentric distance, then the ambipolar electric field
becomes

Ea =

{
0 for r ≤ r0
kBTe

e α
1
r er for r > r0

, (6)

where er is a unit vector directed radially outward from the centre
of the cometary nucleus.

The polarisation electric field is modelled using the field
from a polarised spherically symmetric plasma where the den-
sity is inversely proportional to the spherical coordinate r over
an interval b < r ≤ d is derived in Appendix A. The ions are
then displaced from the electrons by a small distance ∆x along
the x axis. The polarisation electric field is then

Ep ≈



−
en0R0∆x

3ϵ0

(
1
b −

1
d

)
ex for r ≤ b

en0R0∆x
3ϵ0

[(
2x2−y2−z2

r5
r2−b2

2 − 1
r +

1
d

)
ex

+
(

3xy
r5

r2−b2

2

)
ey +

(
3xz
r5

r2−b2

2

)
ez

]
for b < r ≤ d

en0R0∆x (d2−b2)
6ϵ0

[
2x2−y2−z2

r5 ex +
3xy
r5 ey + 3xz

r5 ez

]
for r > d.

(7)

A strong magnetic field may also impose a cylindrical symme-
try on the plasma, and cylindrical models have been used in the
past (Brenning et al. 1991; Nilsson et al. 2018). Therefore, it is of
interest to compare the fields from both spherically and cylindri-
cally symmetric plasma models with simulations to see where
the different models are applicable. The polarisation field in a
cylindrically symmetric system is (Nilsson et al. 2018)

Ep =



−
en0R0∆x

2ϵ0

(
1
b −

1
d

)
ex for rc ≤ b

en0R0∆x
2ϵ0

[(
(rc − b) x2−z2

r4
c
− 1

rc
+ 1

d

)
ex

+
(rc−b)2xz

r4
c

ez

]
for b < rc ≤ d

en0R0∆x
2ϵ0

[
(d − b) x2−z2

r4
c

ex + (d − b) 2xz
r4

c
ez

]
for rc > d,

(8)

where the cylinder axis is directed along the y axis, that is to
say it is parallel to the magnetic field, and the cylindrical coor-
dinate rc =

√
x2 + z2 is the distance from the field point to the

y axis. Typical parameters for the model used in this paper are
shown in Table 2. This model is not self-consistent. Moreover,
the two density profiles in Eqs. (5) and (A.3) are inconsistent
outside the x–z plane. Not being self-consistent, this analyti-
cal model cannot be used to compute how the electric fields
develop from their initial and boundary conditions. However, if
agreement can be found with either a self-consistent simulation,
such as the particle-in-cell simulation presented in this article,
or space observations, this implies that the electric field is built
up from the contributions included in the model, and one can
obtain information about the relative importance of these com-
ponents. The results and a comparison between the analytical
and particle-in-cell models is discussed in Sect. 3.3.
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Table 2. Parameters of the analytical model used for comparison with
runs A and C, respectively.

Parameter Value

run A run C

r0 20 m 40 m
α 1 1
n0 8.8 × 107 m−3 8.8 × 107 m−3

R0 20 m 40 m
∆x 1 m 1 m
b 20 m 40 m
d 850 m 1076 m
kBTe 10 eV 10 eV

2.3. Wave identification using singular value decomposition

As the plasma in the inner coma is non-uniform, with density
values spanning 1–2 orders of magnitude in the relevant region,
we use a singular value decomposition (SVD) technique to make
waves visible also when their amplitudes are low compared to the
large-scale structures of the coma. In SVD, a two-dimensional
data array, that is, an image, is written as a weighted sum of
principal components. The largest weights or principal values
correspond to the large-scale features of the image. Our analysis
follows those of Finnegan (2008) and Koepke et al. (2016), who
used SVD to bring forward stationary Alfvén waves observed in
a laboratory experiment. In the images in the x–z plane presented
in Sect. 3.5, we have subtracted the large-scale variations of
the displayed quantities by removing the principal components
corresponding to the 6 largest principal values. We have also
removed the principal components smaller than the 40th largest
principal value in order to suppress small-scale noise. The num-
bers of principal components to remove were found by testing
different values, and 6 and 40 were found to sufficiently sup-
press large-scale variations and small-scale noise, respectively.
For the images in the x–y plane, the principal components corre-
sponding to the 4 largest principal values and those smaller than
the 20th principal value were removed.

We use Fig. 8 as an example; the figure is discussed further
in Sect. 3.5. Figure 8a shows the plasma density in the x–z plane
for t = 300 ms with the mean density subtracted. It was nec-
essary to remove all data points within 300 m from the origin,
that is to say, within the white circle; otherwise they dominate
the mean value. The waves are visible in the figure, but only far
from the origin. Figure 8d shows the SVD of the density for the
same time, and here the waves can be discerned all the way in to
the origin. In the same way, Fig. 8e shows the Ex compo-
nent of the electric field, and Fig. 8f highlights waves in Ex,
the large-scale variations having been removed using the SVD
technique.

3. Results

3.1. Scaling

We scaled down the size of the comet 400 times in runs A
and B and 200 times in run C. The advantage of this is that,
simulating a smaller comet, fewer grid cells and fewer particles
are needed. With the parameters we use as an initial condition,
the Debye length is approximately 3 m at the density maxi-
mum near the nucleus. As the simulation progresses, the Debye

length increases into the 10–30 m range as shown in Fig. 3
(bottom row). The cometary electron Debye length is only shown
near the origin where the density is high enough for an accu-
rate estimate. The minimum cometary electron Debye length is
approximately 9 m at the end of the simulation. The cometary
electron temperature remains close to the initial 10 eV, and the
increase in Debye length from 3 m is mostly due to the decreased
density; see Figs. 1b and 3a, d, and g. In most of the simu-
lation box, it is the Debye length of the solar-wind electrons
that is important. For comparison, the gyro radius for a 10 eV
electron in a 990 nT magnetic field, that is to say, conditions
as in run C, is 34 m. Thus, typical scales for phenomena that
depend on the Debye length are approximately the same as for
those that depend on the gyro radius. Both gyro radius and
Debye length scales are resolved by the spatial grid size of
∆x = 8 m.

The Debye length is of the same order as the radius of the
nucleus for the simulations with 400 times scaling. This means
that a sheath will form around the nucleus. Furthermore, in this
near-nucleus region space, charge effects will be more important
than in a less scaled simulation or indeed at the real comet. The
stronger electric field in the more scaled run removes ions faster
from the near-nucleus space, and this leads to a lower water-ion
density for high scale factors. This can be seen in Figs. 1a and
b, which show the water-ion density along the axes of the coor-
dinate system for runs A and C, respectively. In run A, with 400
times scaling, the water ion density is lower than in run C, which
is scaled only 200 times. It is worthwhile noticing that since the
width of the sheath depends on the Debye length, which is not
affected by our scaling, this width does not scale by the factors of
200 or 400. Instead the Debye length will in the simulation and
around the real comet will be of similar size. Also, as the nucleus
itself is not modelled as a solid surface, we cannot draw conclu-
sions about the details of the sheath at the nucleus of the comet
from these simulations. The results presented here were recorded
after the initial transients had faded away. The transients them-
selves were examined more closely by Gunell et al. (2019).

During its descent to the comet surface at the end of the mis-
sion, Rosetta observed a plasma-density peak at a cometocentric
distance of twice the radius of the nucleus (Heritier et al. 2017).
This cannot be reproduced in our simulations, because we do not
model the solid nucleus and instead let the plasma source extend
all the way to the origin (see the discussion of Eqs. (1) and (2) in
Sect. 2.1). Although a different choice is possible, a careful study
of the plasma density as a function of the spatial coordinates on
length scales the size of the nucleus would also require a smaller
grid size than what could be achieved here. The grid cell is of
the same order of magnitude as the radius of the nucleus in all
our runs (see Table 1).

In both runs A and C, the water-ion density is significantly
below the initial density. With decreased scaling, going from
400 to 200 times, the density increases. However, we would not
expect the density to precisely follow the initial profile even if
no scaling was applied, because that profile was derived assum-
ing that the ions move radially outward with the neutrals without
the influence of electric fields (Galand et al. 2016; Vigren et al.
2017). At a low-activity comet, where the plasma is not dom-
inated by collisions, the ions move along more complicated
trajectories as is seen by the velocity vectors in Figs. 1e–h. The
axis limits for r, x, y, and z in Fig. 1 are different for the two dif-
ferent scale factors. It can be seen that any fixed speed is reached
at approximately twice the cometocentric distance for a scale fac-
tor of 200 compared to the run that is scaled 400 times. Thus,
the spatial dimensions of the structure that accelerates the ions
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Fig. 3. Electron densities, temperatures, and Debye lengths along the three coordinate axes. (a) Density of the solar-wind electrons (black) and
cometary electrons (red) along the x axis. (b) Temperatures in the x (blue), y (green), and z (red) directions shown along the x axis. (c) Debye
length of the solar-wind electrons (black) and cometary electrons (red). The cometary electron Debye length is only shown near the origin where
the density is high enough for an accurate estimate. (d–f ) Same quantities as a–c shown along the y axis. (g–i) Same quantities as a–c shown along
the z axis.

scale linearly with the scale factor applied. The ion speed reaches
20 km s−1 at z ≈ 75 m in run A, and z ≈ 150 m in run C, corre-
sponding to 30 km cometocentric distance if scaled back to the
real comet. This speed corresponds to a water-ion energy of a
few tens of eV, which agrees with observations of the energy of
the bulk of the cometary ions made by Rosetta in the beginning
of November 2014 (Nilsson et al. 2015b), even though the ener-
gies in the tail of the distributions observed by Rosetta reached
the keV range.

Another effect of the scaling is that the system becomes elec-
trostatic. The electrostatic simulation code we use is suitable
for the scaled-down problem. The magnetic field caused by the
waves can be estimated to be 1 pT by assuming that 30 nA flows
in a cylinder with a diameter of 100 m (see Sect. 3.5 for wave
currents). This means that the wave field is ∼10−6 times the back-
ground field for the simulations scaled down 400 times. Thus,
the magnetic perturbations are negligible and the use of an elec-
trostatic code justified. However, if the system were to be scaled
back up to its natural size, keeping current densities constant, the
wave magnetic field would increase by a factor of 400 while the
background field would decrease by the same factor. The wave
field would then be a fraction of ∼10−1 of the background, and
in that case an electromagnetic treatment would be necessary.

3.2. Electric fields and structures

The upper row of panels in Fig. 4 shows the densities of protons
and water ions in the x–z and x–y planes in run A for t = 150 ms.

A proton wake is seen downstream of the nucleus (x < 0) in
Figs. 4a and b, showing the x–z and x–y planes, respectively.
In the x–z plane, there is also a proton-density enhancement
next to the wake due to the deflection of the protons that oth-
erwise would have passed through the wake region. Such a wake
has also been seen in hybrid simulations (Koenders et al. 2016),
multi-fluid MHD simulations (Huang et al. 2016), and intrinsic
particle-in-cell simulations (Divin et al. 2020). A proton wake
was also seen to develop in our previous simulations (Gunell
et al. 2019). The difference is that, as the previous version of the
simulation code did not include ionisation, only the first 30 ms
could be simulated. Therefore, only the buildup of structures in
the plasma could be studied before loss of plasma from the sys-
tem would render the results unrealistic. In the present version,
the plasma is replenished by ionisation, and we can follow the
development towards a steady state.

Figures 4c and d show the water-ion density in the x–z and
x–y planes, respectively. For z ≳ 0, a structure has developed
that is elongated in the anti-sunward direction, that is, towards
negative x values. The arrows showing the direction of the water-
ion velocity point in the positive z direction for z ≲ 0, but tilt in
the anti-sunward direction for z ≳ 0. This ion-motion pattern is
consistent with the density structure. The water-ion density is
higher for z > 0 than for z < 0, forming a plume in the +z space
due to the ions moving in that direction from the source under
the influence of the convective electric field.

The bottom row of panels in Fig. 4 shows the same quan-
tities as the upper row but for run B, in which the magnetic
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Fig. 4. Densities of protons and water ions for uniform and non-uniform magnetic fields. (a) Proton density in the x–z plane in the simulation with
a uniform magnetic field (run A). (b) Proton density in the x–y plane in run A (c) Water-ion density in the x–z plane in run A. (d) Water-ion density
in the x–y plane in run A. (e) Proton density in the x–z plane in the simulation with a non-uniform magnetic field (run B). ( f ) Proton density in the
x–y plane in run B. (g) Water-ion density in the x–z plane in run B. (h) Water-ion density in the x–y plane in run B. The proton densities are shown
on a linear colour scale, while the colour scale for the water ions is logarithmic. The arrows indicate the direction of the ion velocity.

field is non-uniform and follows the black curve in Fig. 2. The
non-uniformity of the magnetic field has no major influence on
the ion densities. The only significant effect that can be seen
in Fig. 4 is the density enhancement at 300 m ≲ z ≲ 400 m for
x < 0 in panel e. Protons in this z range pass through the region
where there is a magnetic-field gradient and hence also a gradi-
ent in the convective electric field, and this causes the focusing
effect, increasing the proton density in the region downstream.
The effect the non-uniform magnetic field has on the electric
field is illustrated in Fig. 5, where panel a shows the electric
field in the x–z plane for the uniform magnetic field of run A
and panel b the same quantity in run B, where the field is non-
uniform. The main difference between the two runs is that the
electric field becomes weaker in run B for distances of 300 m
or more from the y axis, which is also where the magnetic field
decreases quickly as seen in Fig. 2.

3.3. Analytical–particle-in-cell comparison

The steady state electric field around a comet was previously
found to be described by three contributions: the convective, the
ambipolar, and the polarisation fields (Gunell et al. 2019). Here,
we make a quantitative comparison between the simple analyti-
cal model for those three contributions described in Sect. 2.2 and
the particle-in-cell results. Figure 6 shows the three contributions
both individually and added together for comparison with simu-
lation run C. The upper row of panels shows the fields in the x–z
and the lower row shows the x–y plane. The magnitude of the
field component in the respective plane is colour coded, and the
arrows show the direction of this in-plane component.

Comparing Figs. 6d and e for the x–z and Figs. 6i and j for
the x–y plane, we find that there is good agreement between the

analytical model and the particle-in-cell results for both the mag-
nitude and direction of the electric field out to approximately
200 m cometocentric distance. As this is for a comet scaled-
down 200 times, it would scale back to 40 km for comet 67P,
and Rosetta was in this region when the comet was at a heliocen-
tric distance of around 3 au during the October to December 2014
period (e.g. Nilsson et al. 2015b; Edberg et al. 2015). Overall, the
dominant contribution is the convective electric field, although at
small cometocentric distances, the combination of the ambipo-
lar and polarisation fields can cause the electric field to be turned
close to the anti-sunward direction as seen in Fig. 6e. The con-
vective electric field has no component in the x–y plane; the
electric field is directed anti-sunward in most of the r < 200 m
region due to the contribution from the polarisation field.

Farther away from the centre of the comet, for r ≳ 200 m,
the polarisation and ambipolar field fade away and the convective
contribution dominates the electric field. There are three features
that can be seen in Figs. 6e and j that cannot be explained by the
analytical model. First, there is an electric-field enhancement for
x < −200 m and z ≈ −100 m, that is to say, on the left hand side
of the origin in Fig. 6e. This field enhancement is at its maximum
in between the proton density enhancement and the proton den-
sity wake seen in Fig. 4e. Secondly, a region where the electric
field is more anti-sunward and slightly weaker than in the sur-
rounding plasma extends from the origin to the upper left-hand
corner of Fig. 6e (negative x and positive z values). Thirdly, a
wing-shaped region extends across all y values and downstream
to x ≈ −400 m in Fig. 6j. The first feature is associated with the
proton wake, and in Sect. 3.5 we propose an explanation for the
latter two based on stationary waves.

Nilsson et al. (2018) estimated the angle between the electric
field and the anti-sunward direction based on a model including
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Fig. 5. Electric-field topology in two different magnetic-field models
(a) Electric field in the x–z plane in the simulation with a uniform mag-
netic field (run A). (b) Electric field in the x–z plane in the simulation
with a non-uniform magnetic field (run B).

the convective electric field and a polarisation field computed
in a cylindrical geometry according to Eq. (8). The model used
by Nilsson et al. (2018) also did not contain an ambipolar elec-
tric field. We compare the electric fields produced by the two
models in Fig. 7. The region of space with a significant anti-
sunward electric-field component is larger in the Nilsson et al.
(2018) model than the one presented here. This is seen in both
the x–z and x–y planes. One reason for this is the absence of an
ambipolar field in the cylindrical model, and another reason for
this is that the ambipolar and polarisation fields cancel each other
out in some regions for the spherical model. The other reason,
which applies in the x–y plane (Figs. 7c and d) is that the cylin-
der extends to infinity along the y axis. The spherical model is in
better agreement with the simulations both because it includes
the ambipolar field and because the strong polarisation field in
the simulation does not extend along the y axis. However, the
agreement between the two models is reasonable close to the x–
z plane, and that is where the cylindrical model was meant to
be applied. The wing-shaped region with an anti-sunward field
in the simulation cannot be explained by the cylindrical model
either, as there is no extended cylindrical density structure that
could cause such a spatially extended polarisation field.

3.4. Electrons

The temperature of the solar-wind electrons and the densities of
both electron populations are shown in Fig. 3. All quantities are
shown along the three coordinate axes in the three columns of the

figure. The solar-wind electrons reach an increased temperature
as they get closer to the origin. Figures 3b, e, and h, that is, the
middle row, show the temperatures in the x (blue), y (green), and
z (red) directions for the solar-wind electrons. The temperature
in the y direction, along the magnetic field, is greater than the
temperature in the other two directions, which are approximately
equal to each other. Thus, the distribution can be described by a
parallel, T||, and a perpendicular, T⊥, temperature. The tempera-
ture of the cometary electrons is not shown. It remains close to
the initial value of 10 eV, and is only relevant close to the origin,
where the density of the cometary population is significant. In
the top row of Fig. 3, the densities of the two populations are
shown. It is seen that the cometary electrons are mostly confined
to the vicinity of the origin. The solar-wind electron density in a
larger volume around the origin is higher than its upstream value.

The ambipolar field creates a potential structure that has its
maximum at the origin. When solar-wind electrons enter this
structure they are accelerated by the ambipolar field, and the
energy they gain in this way is behind the increased tempera-
ture. The component of the ambipolar field that is parallel to the
electric field contributes more to the energisation of the elec-
trons than the perpendicular component. A parallel electric field
can accelerate electrons to large energies, when a perpendicular
electric field of the same strength only leads to a slow drift. This
explains the temperature anisotropy. The solar-wind electrons
can bounce back and forth along the magnetic field, contribut-
ing to the increased density of the solar-wind electrons, which
is seen in Fig. 3. Eventually they will drift out of the potential
structure, primarily because of the superimposed convectional
electric field, but also the polarisation field and the component
of the ambipolar field that is perpendicular to B contribute to this
drift. Similar results were found by Divin et al. (2020), using an
electromagnetic implicit particle-in-cell simulation.

3.5. Waves

During the simulation, waves are generated and can be seen
in the electric field, the density, and currents. In Fig. 8, we
use singular value decomposition to highlight these waves as
described in Sect. 2.3. Waves are seen throughout the simula-
tion box already early in the course simulation run. The presence
of waves was mentioned by Gunell et al. (2019) but not explored
further. Panels b, c, and d of Fig. 8 uses SVD to show waves in
the plasma density for times t = 100, 200, and 300 ms, respec-
tively. All plasma quantities go through a period dominated by
transients before the system settles into a steady state. This also
applies to the waves. In Fig. 8b, at t = 100 ms the amplitude
is higher for z < 0 than for z > 0. In Fig. 8c, the waves in the
z < 0 half space have faded out considerably, and in Fig. 8d a
steady state has been reached where the high amplitude waves
are mostly located in the z > 0 half space but extending down
to approximately z = −400 m, corresponding to −80 km when
scaled back to comet 67P. The colour scales of the individual
panels are different, and the ∆ne amplitude for z > 0 in
panels b, c and d are of the same order of magnitude even though
the colours are different. The significant development between
the panels is the decrease in the amplitude for z < 0.

Besides the density, the same waves are visible in other quan-
tities. Figure 8e shows the Ex component of the electric field, and
in Fig. 8f the wave part of Ex is highlighted using the SVD tech-
nique. A comparison between the density and Ex wave fronts
shows that the peaks in the two quantities do not coincide, but
instead the field maxima occur between the density peaks. How-
ever, the density wave peaks in Fig. 8d do coincide with the

A65, page 8 of 13



Gunell, H. and Goetz, C.: A&A proofs, manuscript no. aa45197-22

Fig. 6. Electric fields in the x–z plane (top row) and x–y plane (bottom row) from both the analytical model and simulation run C. Panels (a) and
( f ) show the convective electric field of the analytical model; (b) and (g) the ambipolar field; (c) and (h) the polarisation field; (d) and (i) the sum
of the three electric field contribution in the analytical model; and panels (e) and ( j) show the electric field obtained in run C of the particle-in-cell
simulation.

current density peaks in Fig. 8g reasonably well. Figure 8h shows
the result of applying the SVD technique to the magnitude of the
in-plane component of the electric field, ∆(E2

x + E2
z )1/2. This cre-

ates the illusion that the wavelength is shorter for ∆(E2
x + E2

z )1/2

than ∆ne and ∆Ex, because when the direction of the field oscil-
lates, peaks in both directions will have the same colour in
Fig. 8h. The current density in Fig. 8g is also the magnitude of a
vector quantity, but this latter effect does not occur there as the
wave amplitude is not high enough to change the direction of the
current. The wavelengths in run A (not shown) are approximately
half of those seen in Fig. 8, and this means that the wavelength
scales with the same factor we used for the magnetic field. The
value of the wavelength is in the range 150 m ≲ λ ≲ 550 m,
which if scaled back to the real comet using the scale factor of
200 would correspond to (30–110) km. The scaled-back values
are within the range that has been observed at comet 67P (Richter
et al. 2016; Goetz et al. 2020).

The black arrows in Figs. 8d and h show the direction of the
in-plane component of the current density. All arrows have the
same length regardless of the magnitude of the current density.
We can observe that the wave fronts are approximately perpen-
dicular to the current density, which means that the wave vector
is approximately parallel to the current. In Sect. 4, this result is
compared to model calculations by Meier et al. (2016). The three-
dimensional current system is illustrated by streamlines in Fig. 9.
The streamlines are colour coded with the current density1. Most
of the current flows in the same way as already shown in Fig. 8d

1 A video clip of this image rotating has been deposited with the lat-
est version of the simulation code at ⟨https://doi.org/10.5281/
zenodo.7664037⟩

and (h), but there is also a weak component in the positive and
negative y directions, that is to say, parallel and anti-parallel
to B.

Figure 10 shows waves in the plane z = 100 m, which is par-
allel to the x–y plane for the in-plane current density (a) and
the magnitude of the electric field (b), using the SVD technique.
The black arrows show the direction of the in-plane component
of the current density. In this plane, the direction of the current
is largely parallel to the wave fronts, in contrast to the situa-
tion in the x–z plane shown in Fig. 8. Figure 10a also shows
that the wavelength is longer in this plane, up to 700 m. As
mentioned above for the x–z plane, the appearance of a shorter
wavelength for the electric field magnitude is also an artefact
seen in Fig. 10b. The shape of the wave structure resembles that
of the region of high electric field shown in Fig. 6j.

After the initial transients have faded away, the wave struc-
tures become stationary in the rest frame of the comet. This
means that in the plasma frame of reference the waves are prop-
agating with the same speed but in the opposite direction to the
plasma velocity. As no nucleus is included in the simulation, it
is instead the density peak at the origin that anchors the waves in
the comet rest frame. Both the density and the velocities of the
different particle species are non-uniform in space, leading to
the complicated shape of the wave structures around the centre
of the comet.

4. Discussion and conclusions

In an electromagnetic implicit particle-in-cell simulation, Deca
et al. (2019) computed the contributions to the electric field

A65, page 9 of 13

https://doi.org/10.5281/zenodo.7664037
https://doi.org/10.5281/zenodo.7664037


A&A 674, A65 (2023)

Fig. 7. Model electric fields, using a cylindrical (left) and spherical
(right) model for the polarisation field. Panels (a) and (b) show the field
in the x–y plane and (c) and (d) show the field in the x–y plane. The
colour-coded quantity is the magnitude of the component of the field in
the plane shown, and the arrows indicate the direction of that in-plane
component. The polarisation field models differ between the panels, and
the cylindrical model also follows Nilsson et al. (2018) in that it does not
include an ambipolar electric field. The parameters used correspond to
simulation run C.

that correspond to the terms of a generalised Ohm’s law. These
authors found several features similar to those that we find in
the total simulated electric field presented in Fig. 6: a decreased
electric field magnitude near the nucleus on its sunward side; a
wing-shaped field structure in the x–y plane, which Deca et al.
(2019) attribute to the Hall field; and a region of coherent fields
extending diagonally anti-sunward into the hemisphere towards
which the solar-wind convective field is pointing. The shapes of
these regions are affected by field-line draping in the simulation
of Deca et al. (2019), while in our electrostatic simulation there
is no draping. These latter authors do not treat waves in their arti-
cle. However, a wave structure in the magnetic field magnitude
can be discerned in their Fig. 1, resembling both the magnetic
structures reported by Koenders et al. (2016) and the wave struc-
tures presented in this work that appear in the plasma density,
electric field, and current.

Koenders et al. (2016) modelled comet 67P using an electro-
magnetic hybrid simulation code, where the ions are treated as
particles and the electrons as a fluid. These authors found waves
that, like those reported here, appear as wave fronts in densi-
ties and fields, spanning out from the nucleus diagonally in the
anti-sunward direction. In both the present paper and the one
by Koenders et al. (2016), the waves appear mostly in the hemi-
sphere towards which the convective electric field is pointing,
and as bow-shaped structures in the x–y plane. As the simula-
tion by Koenders et al. (2016) is electromagnetic, these authors
also observed waves in the magnetic field. The simulation in the
present work is electrostatic, and can therefore not reproduce any
time-dependent magnetic fields. Another difference is that while

our waves eventually become stationary, the waves in the electro-
magnetic hybrid simulation continued to propagate throughout
the simulation run (Koenders et al. 2016). The stationarity we
observe is also a result of the model being electrostatic: a plasma
element that is magnetically connected to the density peak at the
origin will always remain connected to it, as the magnetic field
cannot change. In an electromagnetic simulation, on the other
hand, such changes are happening continuously, allowing for the
wave propagation. As pointed out in Sect. 3.1, the scaling down
of the size of the system makes it electrostatic in nature. There-
fore, we expect that if a similarly scaled comet was simulated
electromagnetically, the electrostatic limit would be retained,
and the wave structures would be stationary over long timescales.

Our simulations assume a constant magnetic field, and there-
fore it is difficult to compare to observations directly, because
the singing comet waves are mostly observed in the magnetic
field. However, some density observations exist (Breuillard et al.
2019).

From the previous section, we see that the wavefronts are
parallel to the current, which is either parallel or anti-parallel to
the background magnetic field. Thus, the wavefronts seem to be
parallel to the magnetic field. The parallel to the current case
was also investigated by Meier et al. (2016) using the dispersion
relation of an ion-Weibel instability. These authors found that
the typical wavelength was 18 000 km for 17 mHz and 4.1 mHz.
These wavelengths are substantially longer than what is observed
in our simulations.

The wavelengths in our simulation (∼100 km, scaled back
up to the real comet scale) are within the range of wavelengths
from below 100 km up to 800 km observed by Richter et al.
(2016). These authors used two-point observations to derive a
projected wavelength along the Rosetta-Philae line and obtained
mean values of (251 ± 31) km and (278 ± 19) km from two
independent methods. The theory proposed by Meier et al.
(2016) assumes a uniform plasma, where the solar-wind and
cometary species move at different, but still uniform, veloci-
ties. The plasma in our simulations, as well as at a real comet,
is non-uniform, and particles of different species move along
complicated trajectories. A non-uniform wave theory is beyond
the scope of this paper, but we expect that the limited size of
the interaction region, which is set by the density gradients near
the nucleus, favours shorter wavelengths than those in a uniform
plasma of infinite extent.

In our simulations, the waves are moving sunward in the
frame of reference of the bulk flow, which means they are sta-
tionary in that of the comet (and that of a potential spacecraft),
but observations have indicated that the opposite is the case for
the singing comet waves, which are stationary in the reference
frame of the flow and propagating in that of the comet. In par-
ticular, Breuillard et al. (2019) hypothesise that the change in
Doppler shift due to the change in bulk-flow velocity increases
or decreases the peak wave frequency measured by the Rosetta
instruments following a cometary outburst. On the other hand,
such a correlation was not found through a statistical study:
Goetz et al. (2020) reported that the density of the background
plasma did not correlate with the frequency. This led these
authors to speculate that the wave-generation region was much
larger than what was covered by the observation (∼100s km).
Our simulation is electrostatic. Therefore, the magnetic field can-
not change, and a point that is magnetically connected to the
nucleus will always remain in that state. When a steady state
has developed, the large-scale structure that the waves consti-
tute is anchored to the density maximum at the nucleus and the
waves are stationary in the cometary frame of reference. In an
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Fig. 8. Wave structures in simulation run C. (a) Plasma density variation, ne− < ne >, in the x–z plane for t = 300 ms. The subtracted mean, < ne >
is formed over the region shown. The circle in the centre has been removed as the high density in that region would otherwise dominate the mean.
(b) Singular value decomposition (SVD) of the plasma density at t = 100 ms with the first four principal images removed. (c) SVD of the plasma
density at t = 200 ms. (d) SVD of the plasma density at t = 300 ms. (e) The Ex component of the electric field at t = 300 ms. ( f ) SVD of the Ex
component of the electric field at t = 300 ms. (g) SVD of the current density magnitude | j| at t = 300 ms. (h) SVD of the magnitude of the in-plane
electric field,

√
E2

x + E2
z , at t = 300 ms. The black arrows in panels d and h show the direction of the current density.

Fig. 9. Three-dimensional representation of the current density in run
A. The magnitude of the current density is colour coded on each line,
and the direction of the current is shown by the black cones on a few
selected lines1.

electromagnetic model (e.g. Koenders et al. 2016), the waves
are allowed to propagate in the comet frame. In our simulation,
waves appear as transients all over the simulation domain, but

Fig. 10. Wave structures in the x–y plane of simulation run C. (a) Sin-
gular value decomposition of the plasma density at t = 300 ms with the
first four principal images removed. (b) SVD of the electric-field mag-
nitude at t = 300 ms. The black arrows show the direction of the current
density.

after these transients have faded away, the waves are generated
mostly in one hemisphere of the environment. This can be seen
by comparing Figs. 8b, c, and d. Volwerk et al. (2018) did find
that the singing comet waves were confined to one hemisphere
in a system not aligned with the electric field. However, Goetz
et al. (2020) could not reproduce this finding for the system
aligned with the electric field, which is more similar to the sim-
ulation frame of reference. This discrepancy could be caused by
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changes in the cometary or solar-wind environments occurring
so frequently that the system is always in a transient state.

Based on these discussions, we propose that the waves
observed in the simulation presented here are the electrostatic
manifestation of the singing comet waves for a scaled-down
comet. What is the nature of these waves in the simulations? A
precise determination is not a trivial task as the plasma is non-
uniform and contains several different particle populations. The
observation in Sect. 3.5 that the wavelength scales with the mag-
netic field rather than the Debye length suggests that they are not
ion acoustic. Also, the ion acoustic speed of a few km s−1 does
not match the solar-wind speed. It could match the speed of the
cometary ions, but the direction of the wavefronts is not consis-
tent with ion acoustic waves propagating against the water ion
flow direction. The waves are more likely to belong to (the elec-
trostatic limit of) the family of ion cyclotron and lower hybrid
waves that can be generated by modified two-stream instabilities
for example (e.g. Treumann & Baumjohann 1997).

Edberg et al. (2022) analysed Rosetta data by fitting power
laws to the measured density as a function of cometocentric
distance, and pointed out that the density profile is not only
influenced by non-uniform outgassing and the rotation of the
nucleus but also by the presence of non-radial electric fields.
The density structures reported in Sect. 3.2 deviate significantly
from spherical symmetry as a consequence of the convective and
polarisation electric fields, which cause the ions to move along
trajectories that are more complicated than radial straight lines.
Apart from the singing comet wave observations during the
descent of the Philae lander, all in situ observations at comets are
single point measurements. This limits the possibility to assess
the spatio-temporal development of field and density structures
and of wave properties. In future, this may be improved by the
upcoming Comet Interceptor mission (Snodgrass & Jones 2019),
which has been designed to perform three point measurements
during a fast flyby of a comet, and by multi-spacecraft missions
accompanying comets, such as those suggested by Goetz et al.
(2022a).
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Appendix A: Polarisation electric field

In this Appendix, we derive the polarisation field that is caused
when displacing the electrons with respect to the ions in a plasma
where the density is spherically symmetric and proportional
to 1/r, where r is the spherical coordinate. The strategy is to
integrate the contributions from infinitesimally thin shells that
generate the same fields as would have produced by the same dis-
placement, ∆x, of the electrons in a sphere of constant density,
n0. Inside such a sphere of constant density, the electric field is
(Tonks 1931)

Ei = −
1
3

e∆xn0

ϵo
ex. (A.1)

Assuming the radius of the sphere is R, the electric field outside
r = R is the field from an electric dipole at the origin with the
dipole moment p = (∆xn04πR3/3)ex, which is

Eo =
n0e∆x

3ε0

R3

r5

( (
2x2 − y2 − z2

)
ex + 3xy ey + 3xz ez

)
. (A.2)

We use a density profile that is constant close to the origin
(r ≤ b), and then falls off as 1/r until it becomes constant again
for r > d. We have

ne =


n0

R0
b for r ≤ b

n0
R0
r for b < r ≤ d

n0
R0
d for r > d,

(A.3)

where R0 is the cometocentric distance where ne = n0. The con-
stant b is the cometocentric distance beneath which the density is
constant, that is, approximately two comet radii, and r = d is the
larger distance where the density becomes constant again. The
latter represents the point at which the density has dropped close
enough to the solar-wind value that polarisation contributions
are insignificant.

The centres of the electron and ion distributions are displaced
from the origin to −∆x/2 and ∆x/2, respectively. The electric
field is then obtained by integrating the contributions from an
infinite number of concentric spheres with the following charge
distribution along the x axis:

ρ
(
x′, 0, 0

)
= e (ni − ne) =


0 for x′ ≤ b

en0R0∆x
(x′)2−( ∆x

2 )2 for b < x′ ≤ d

0 for x′ > d.

(A.4)

The field at a given point (x, y, z) can be written as a sum:

E (x, y, z) = E1 (x, y, z) + E2 (x, y, z) , (A.5)

where E1 is the contribution from sources outside a sphere of
radius r, and E2 is the contribution from sources inside that
sphere. Thus, the contributions to E1 come from a superposi-
tion of spheres larger than r, as in Eq. (A.1), and only have an x
component:

Ex1 (r) = −
1

3ϵ0

d∫
r

en0R0∆x

(x′)2 −
(
∆x
2

)2 dx′ =

−
en0R0

3ϵ0

(
ln

(
2d − ∆x
2d + ∆x

)
− ln

(
2r − ∆x
2r − ∆x

))
≈

−
en0R0∆x

3ϵ0

(
1
r
−

1
d

)
for b < r ≤ d. (A.6)

For r ≤ b we have

Ex1 = −
en0R0

3ϵ0

[
ln

(
2d − ∆x
2d + ∆x

)
− ln

(
2b − ∆x
2b − ∆x

)]
≈

−
en0R0∆x

3ϵ0

(
1
b
−

1
d

)
. (A.7)

For r > d, we have Ex1 = 0, as there are no sources outside
the field point in that region. The approximations in Eqs. (A.6)
and (A.7) rely on ∆x ≪ r and∆x ≪ b.

Letting (x′, y′, z′) denote the coordinates of the source
point, E2 in Eq. (A.5) stems from sources in the region b ≤√

x′2 + y′2 + z′2 ≤ r, that is to say outside of a sphere of radius b
but inside a sphere of radius r. E2 is found by integrating contri-
butions of the form given by Eq. (A.2). To simplify the notation
of Eq. (A.2), we define the vector a, which depends only on the
coordinates of the field point:

a =
1
r5

[(
2x2 − y2 − z2

)
ex + 3xyey + 3xzez

]
. (A.8)

The electric-field contribution E2 for b < r ≤ d is then

E2 (x, y, z) = a
en0R0∆x

3ϵ0

r∫
b

(R′)3

(R′)2 −
(
∆x
2

)2 dR′ =

a
en0R0∆x

6ϵ0

r2 − b2 +

(
∆x
2

)2

ln

 r2 −
(
∆x
2

)2

b2 −
(
∆x
2

)2


 ≈

a
en0R0∆x

6ϵ0

(
r2 − b2

)
. (A.9)

The approximation relies on ∆x ≪ r, b and (∆x/2)2 · 2 ·
ln (r/b) ≪ r2, b2. There is no net charge inside the sphere r = b ,
and therefore

E2 = 0 for r ≤ b, (A.10)

and outside the region where there are space charges E2 is given
by Eq. A.9 with r = d, that is to say

E2 (x, y, z) = a
en0R0∆x

6ϵ0

d2 − b2 +

(
∆x
2

)2

ln

d2 −
(
∆x
2

)2

b2 −
(
∆x
2

)2


 ≈

a
en0R0∆x

6ϵ0

(
d2 − b2

)
for r > d. (A.11)

In summary, the total field for small ∆x can be written

E ≈



−
en0R0∆x

3ϵ0

(
1
b −

1
d

)
ex for r ≤ b

en0R0∆x
3ϵ0

[(
2x2−y2−z2

r5
r2−b2

2 − 1
r +

1
d

)
ex+(

3xy
r5

r2−b2

2

)
ey +

(
3xz
r5

r2−b2

2

)
ez

]
for b < r ≤ d

en0R0∆x (d2−b2)
6ϵ0

[
2x2−y2−z2

r5 ex +
3xy
r5 ey + 3xz

r5 ez

]
for r > d,

(A.12)

where we have used the approximate expressions found above.
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